APPROXIMATION OF SOLUTION BRANCHES FOR SEMILINEAR BIFURCATION PROBLEMS
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Abstract. This note deals with the approximation, by a $P_1$ finite element method with numerical integration, of solution curves of a semilinear problem. Because of both mixed boundary conditions and geometrical properties of the domain, some of the solutions do not belong to $H^2$. So, classical results for convergence lead to poor estimates. We show how to improve such estimates with the use of weighted Sobolev spaces together with a mesh “a priori adapted” to the singularity. For the $H^1$ or $L^2$-norms, we achieve optimal results.
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1. Introduction

For $f$ given in $L^2(\Omega)$, let us consider the following linear and semilinear problems:

\[
\begin{cases}
-\Delta u = f & \text{in } \Omega, \\
u = 0 & \text{on } \Gamma_D, \\
\frac{\partial u}{\partial n} = 0 & \text{on } \Gamma_N, 
\end{cases}
\]

(1)

\[
\begin{cases}
-\Delta u = \lambda u + u^3 & \text{in } \Omega, \\
u = 0 & \text{on } \Gamma_D, \\
\frac{\partial u}{\partial n} = 0 & \text{on } \Gamma_N, 
\end{cases}
\]

(2)

where $\Omega$, represented in Figure 1, denotes a semidisc, whose boundary $\partial \Omega$ is divided in $\Gamma_N = [-1, 0] \times \{0\}$ and $\Gamma_D = \partial \Omega - \Gamma_N$.

Our purpose is twofold. We first want to study the convergence, towards the exact solution branches of (2), of the curves computed with a $P_1$ finite element method including numerical integration (cf. [11]). Moreover, we also intend to illustrate, on this simple example, the use of the adaptive finite element methods for the numerical resolution of bifurcation problems with singularities (cf. [10]).
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Applying Grisvard’s results [14], we know that, due to both the mixed boundary conditions and the inner angle equal to $\pi$ at the origin, the solution of problem (1) does not belong to $H^2(\Omega)$, but to the space $H^{2-\varepsilon}(\Omega)$, $\varepsilon > 0$. Consequently, the finite element method associated with a regular mesh will converge, in the $H^1$-norm, at the rate $O(h^{2-\varepsilon})$ (cf. Babuška-Suri [4]). Nevertheless, the a priori knowledge of the singularity permits us to overcome this lack of regularity. Classically, two strategies are possible. The first one (cf. Babuška-Hoo [3], Wigley [20]...) consists in searching, on each element of the mesh, the solution in a space larger than usual, containing the singularity. The second one, consists in using a usual finite element method, posed on a strongly non-uniform mesh, “adapted to the singularity” (cf. Raugel [18]). In this work, we chose the latter method, which, of course, produces a mesh closely related to those obtained with an adaptive finite element strategy.

In Section 2, we first define the non-uniform mesh which will be used further on. Then, we prove for problem (1), the convergence of the $P_1$ finite element method with numerical integration, in the norms of $W^{1,q}$, $q > 2$, $H^1$ and $L^2$. For the last two, we achieve optimal rates, the same ones as for a $H^2$-regular solution computed on any regular mesh.

In Section 3, we show how these previously obtained convergence rates still apply to solution branches of the semilinear problem (2) (cf. Brezzi et al. [8], Crouzeix-Rappaz [13], Caloz-Rappaz [9], Paumier [16]).

Finally, we propose in Section 4, a numerical validation of one of the theoretical convergences of Section 3. These results are compared to those obtained with another kind of non uniform mesh: an a posteriori refined mesh.

First of all, setting $r(x) = \|x\|$, $p > 1$ and $\alpha > 0$, we introduce, as in Grisvard [14] and Raugel [18], the weighted Sobolev spaces defined with:

$$ W^{2,p}_\alpha(\Omega) = \{ u \in W^{1,p}(\Omega); \ r^\alpha D^\beta u \in L^p(\Omega), \beta \in \mathbb{N}^2, |\beta| = 2 \}, $$

and provided with the norm $\| . \|_{2,p,\alpha,\Omega}$:

$$ \|u\|_{2,p,\alpha,\Omega}^p = \|u\|_{1,p,\Omega}^p + \sum_{|\beta|=2} \|r^\alpha D^\beta u\|_{0,p,\Omega}^p. $$

This space satisfies the properties, for $q > 2$, $\frac{1}{2} < \alpha < 1$, $1 < p < \frac{2}{\alpha+1}$, $2 \leq s \leq \frac{2p}{2-p}$:

(i) $W^{2,2}_\alpha(\Omega) \hookrightarrow W^{2,p}_\alpha(\Omega) \hookrightarrow C^0(\overline{\Omega})$ (continuous injection),

(ii) $W^{2,q}_\alpha(\Omega) \hookrightarrow W^{2,2}_\alpha(\Omega) \subset\subset W^{1,s}(\Omega)$ (compact injection),
as well as the proposition:

**Proposition 1.** (Raugel [18])

- Let $f \in L^p(\Omega)$, $p > 1$. Then $u$, solution of (1) belongs to $W^{2,p}_\alpha(\Omega)$, with $\alpha > \frac{3}{2} - \frac{2}{q}$.
- $\|u\|_{2,p,\alpha,\Omega} \leq c\|f\|_{0,p,\Omega}$, $c$ constant.

## 2. Convergence of the finite element method

Let $h > 0$ be a parameter which will approach 0. Hereafter, we will mean by “optimal” mesh, a mesh composed with affine equivalent triangles with 0 belonging to the set of vertices, and satisfying the following hypotheses, for fixed $q$ and $\alpha$, with $q > 2$ and $\frac{3}{2} - \frac{2}{q} < \alpha < 1$.

$$
\begin{cases}
(H_1) & \frac{h_K}{\rho_K} \leq c_1 \quad \forall K \in \mathcal{T}_h, \\
(H_2) & h_K \leq c_2 h^{-\alpha} \quad \forall K \text{ having 0 as a vertex}, \\
(H_3) & h_K \leq c_3 h d(0, K)^\alpha \quad \forall K \text{ having not 0 as a vertex}, \\
(H_4) & h_K \geq c_4 h^{-\alpha} \quad \forall K \in \mathcal{T}_h,
\end{cases}
$$

where $h_K$, $\rho_K$ and $d(0, K)$ denote respectively the diameter of the triangle $K$, the diameter of the maximal ball included in $K$, and the distance between the origin and the triangle $K$. The constants $c_i$ are independent of $h$.

The assumption $(H_1)$ is classical, it only enforces the triangulation to be regular. The hypotheses $(H_2)$ and $(H_3)$ are more restrictive. They require the use of non-uniform meshes, much finer near the singularity than everywhere else. They denote the minimal assumptions necessary to obtain optimal interpolation errors in the $H^1$ and $L^2$-norms (cf. Proposition 2). The last condition has been added in order to construct an inverse inequality (cf. Lemma 1), weaker than the one on quasi-uniform meshes, but sufficient to prove the convergence of the finite element method in the semi-norm $|.|_{1,q,\Omega}$, $q > 2$ (cf. Proposition 3).

Raugel [18] gives an example of a mesh satisfying $(H_1, H_2, H_3)$ (cf. fig. 3). By construction, such a mesh also satisfies the assumption $(H_4)$.

Thereafter, $c$ will denote a generic constant, independent of $h$. Moreover, so as to study the convergence of the $P_1$ finite element method with numerical integration for the resolution of problem (1), we define:

**Definition 1.** Let $V$ be the space $V = \{v \in W^{1,q}(\Omega), q > 2; v|_{\Gamma_D} = 0\}$, and $T$ the linear operator such that for $f \in V$, $Tf \in V \cap W^{2,q}_\alpha(\Omega)$ is the unique solution to:

$$
\int_{\Omega} \nabla(T f) \cdot \nabla v \, dx = \int_{\Omega} f v \, dx \quad \forall v \in H^1(\Omega), \quad v|_{\Gamma_D} = 0.
$$

Let $(\mathcal{T}_h)_{h>0}$ be a discretization family of $\Omega$, satisfying the assumptions $(H_1)$, $(H_2)$, $(H_3)$, $(H_4)$, and $\Omega_h$ be a polygonal convex domain such that $\bigcup_{K \in \mathcal{T}_h} K = \overline{\Omega_h} \subset \overline{\Omega}$, $\partial \Omega_h = \Gamma_N \cup \Gamma_{\partial h}$, and the vertices of $\partial \Omega_h$ belong to $\partial \Omega$.

The approximation space and the test space are chosen to be:

$$
V_h = \left\{ v_h \in C^0(\Omega) ; v_h|_K \in P_1, \forall K \in \mathcal{T}_h ; v_h|_{\Gamma_D} = 0 ; v_h|_{\Omega - \Omega_h} = 0 \right\}.
$$

For $f \in C^0(\Omega)$, let $T_h f \in V_h$ be the unique solution to:

$$
\int_{\Omega} \nabla(T_h f) \cdot \nabla v_h \, dx = \int_{\Omega} \Pi_h (f v_h) \, dx \quad \forall v_h \in V_h,
$$

(5)
where the \( V_h \)-interpolation operator \( \Pi_h \in L(C^0(\Omega), V_h) \) is defined for \( v \in C^0(\Omega) \) by:

\[ \Pi_h v \in V_h \text{ and } \Pi_h u(a_i) = u(a_i) \text{ for all node } a_i \text{ of } (T_h)_{h>0}. \]

We introduce two Lemmas, whose results will be useful afterwards.

**Lemma 1.** Let \((T_h)_{h>0}\) be a family of triangulations satisfying the hypotheses \((H_1)\) and \((H_4)\). Let \((\alpha, q)\) be chosen to verify:

\[
2 < q < \frac{8}{3} \ ; \ \frac{3}{2} - \frac{2}{q} < \alpha < \frac{2}{q}.
\]  

(6)

Thus the term \((1 - \frac{2}{q})(\frac{1}{1 - \alpha})\) is strictly less than one, and we have for \( l = 0 \) or \( 1 \):

\[
\|v_h\|_{l,q,\Omega_h} \leq c h^{\left(\frac{2}{q} - 1\right)(\frac{1}{1 - \alpha})}\|v_h\|_{l,2,\Omega_h} \quad \forall v_h \in V_h.
\]

(7)

**Proof.** Using the same arguments as Ciarlet in the proof of the inverse inequality on a quasi-uniform mesh (cf. [12]), we have, for any \( K \) in \( T_h \):

\[
|\frac{v_h}{l,q,K}| \leq c \frac{h^l K}{\rho^l K} (\text{mes}(K))^{\frac{1}{l,q}} |\frac{v_h}{l,2,K}|,
\]

(assumption \((H_1)\))

\[
|\frac{v_h}{l,q,K}| \leq c h_{K}^{\frac{2}{q} - 1} |\frac{v_h}{l,2,K}|,
\]

(assumption \((H_4)\))

So, with Jensen’s inequality:

\[
\left\{ \sum_{K \in T_h} |v_h|^q_{l,q,K} \right\}^{\frac{1}{q}} \leq c h^{\left(\frac{2}{q} - 1\right)(\frac{1}{1 - \alpha})} \left\{ \sum_{K \in T_h} |v_h|^q_{l,2,K} \right\}^{\frac{1}{q}},
\]

and we get the inverse inequality, for \( l = 0 \) or \( 1 \):

\[
|\frac{v_h}{l,q,\Omega_h}| \leq c h^{\left(\frac{2}{q} - 1\right)(\frac{1}{1 - \alpha})} |\frac{v_h}{l,2,\Omega_h}| \quad \forall v_h \in V_h.
\]

Moreover, for \( l = 1 \), we deduce:

\[
\|v_h\|^q_{1,q,\Omega_h} \leq c h^{\left(\frac{2}{q} - 1\right)(\frac{1}{1 - \alpha})} \left( |\frac{v_h}{0,2,\Omega_h}| + |\frac{v_h}{1,2,\Omega_h}| \right),
\]

\[
\leq 2 c h^{\left(\frac{2}{q} - 1\right)(\frac{1}{1 - \alpha})} \|v_h\|^q_{1,2,\Omega_h},
\]

which ends the proof of Lemma 1.

**\( \square \)**

**Lemma 2.** With the previous notations, and \( p > 1 \), we have:

\[
\|u\|_{0,p,\Omega - \Omega_h} \leq c h \|u\|_{1,p,\Omega} \quad \forall u \in W^{1,p}(\Omega),
\]

(8)

\[
\|u\|_{1,p,\Omega - \Omega_h} \leq c h \|u\|_{2,p,\Omega} \quad \forall u \in W^{2,p}(\Omega).
\]

(9)
Proof. The proof of (8) is well-known (cf. Raviart-Thomas [19] for $p = 2$). Nevertheless, this estimate can be improved, as soon as $u$ vanishes along the boundary of $\Omega$ distinct from the boundary of $\Omega_h$. For instance, we have, when $u \in V$:

$$\|u\|_{0,p,\Omega - \Omega_h} \leq c h^2 \|u\|_{1,p,\Omega} \quad \forall u \in W^{1,p}(\Omega) \cap V.$$  \hspace{1cm} (10)

First of all, in order to prove (9), we have to verify:

$$\begin{cases}
\|r^{\alpha+1} \frac{\partial u}{\partial x}\|_{1,p,\Omega} \leq c \|u\|_{2,p,\alpha,\Omega}, \\
\|r^{\alpha+1} \frac{\partial u}{\partial y}\|_{1,p,\Omega} \leq c \|u\|_{2,p,\alpha,\Omega}.
\end{cases}$$  \hspace{1cm} (11)

The proofs of these two inequalities use the same arguments. So, we will only detail the first. We have:

$$\|r^{\alpha+1} \frac{\partial u}{\partial x}\|_{1,p,\Omega} = \|r^{\alpha+1} u_p \|_{0,\Omega}^p + \|\frac{\partial}{\partial x} (r^{\alpha+1} \frac{\partial u}{\partial x})\|_{0,\Omega}^p + 2 \|\frac{\partial}{\partial y} (r^{\alpha+1} \frac{\partial u}{\partial x})\|_{0,\Omega}^p,$$

and

$$\|r^{\alpha+1} \frac{\partial u}{\partial x}\|_{0,\Omega}^p \leq \|\frac{\partial u}{\partial x}\|_{0,\Omega}^p \leq \|u\|_{1,p,\Omega}^p \leq \|u\|_{2,p,\alpha,\Omega}^p.$$  

Let us now study the term $\|\frac{\partial}{\partial x} (r^{\alpha+1} \frac{\partial u}{\partial x})\|_{0,\Omega}^p$:

$$\frac{\partial}{\partial x} (r^{\alpha+1} \frac{\partial u}{\partial x}) = \cos \theta (\alpha + 1) r^\alpha \frac{\partial u}{\partial x} + r^{\alpha+1} \frac{\partial^2 u}{\partial x^2},$$

consequently:

$$\|\frac{\partial}{\partial x} (r^{\alpha+1} \frac{\partial u}{\partial x})\|_{0,\Omega}^p \leq c \left( \int_{\Omega} \left| \frac{\partial u}{\partial x} \right|^p \, dxdy + \int_{\Omega} r^{\alpha p} \frac{\partial^2 u}{\partial x^2} \, dxdy \right),$$

$$\leq c \|u\|_{2,p,\alpha,\Omega}^p.$$  

The same results apply to the term $\|\frac{\partial}{\partial y} (r^{\alpha+1} \frac{\partial u}{\partial x})\|_{0,\Omega}^p$, and it yields (11).

Next, applying (8) and (11) to $r^{\alpha+1} \frac{\partial u}{\partial x}$ and $r^{\alpha+1} \frac{\partial u}{\partial y}$, we obtain:

$$\|r^{\alpha+1} \frac{\partial u}{\partial x}\|_{0,p,\Omega - \Omega_h} \leq c h \|r^{\alpha+1} \frac{\partial u}{\partial x}\|_{1,p,\Omega},$$

$$\leq c h \|u\|_{2,p,\alpha,\Omega},$$

and

$$\|r^{\alpha+1} \frac{\partial u}{\partial y}\|_{0,p,\Omega - \Omega_h} \leq c h \|u\|_{2,p,\alpha,\Omega}.$$  

Thus,

$$\int_{\Omega - \Omega_h} r^{(\alpha+1)p} \left( \left| \frac{\partial u}{\partial x} \right|^p + \left| \frac{\partial u}{\partial y} \right|^p \right) \, dxdy \leq c h^p \|u\|_{2,p,\alpha,\Omega}^p.$$  

Furthermore, it can be noticed that:

$$r > \frac{1}{2} \quad \text{sur} \quad \Omega - \Omega_h.$$
Therefore:
\[
\int_{\Omega - \Omega_h} r^{(\alpha+1)p} \left( \frac{\partial u}{\partial x} \right)^p + \left( \frac{\partial u}{\partial y} \right)^p \, dx \, dy > c |u|_{1,p,\Omega - \Omega_h}^p.
\]
Then we deduce:
\[
|u|_{1,p,\Omega - \Omega_h} \leq c h \|u\|_{2,p,\alpha,\Omega},
\]
which, using (8), leads to (9).

Concerning the interpolation errors, we have the following results:

**Proposition 2.**

- Assume \(u \in W^{2,p}(\Omega) \cap V, p > 1\). For any family of triangulations, we have:
\[
\|u - \Pi_h u\|_{l,p,\Omega} \leq c h^{2-l} \|u\|_{2,p,\Omega}, \quad l = 0, 1.
\]

- Assume \(u \not\in W^{2,q}(\Omega), u \in W^{2,q}_\alpha(\Omega) \cap V\) with \((\alpha,q)\) verifying (6). If the triangulation satisfies the hypotheses \((H_1), (H_2)\) and \((H_3)\), we have:
\[
\|u - \Pi_h u\|_{l,q,\Omega} \leq c h^{2-l} \|u\|_{2,q,\alpha,\Omega}, \quad l = 0, 1.
\]

**Proof.** The inequality (12) for \(p = 2\) (resp. \(p = 1\)), comes from the well-known estimate (cf. Ciarlet [12]):
\[
\|u - \Pi_h u\|_{l,p,\Omega} \leq c h^{2-l} \|u\|_{2,p,\Omega},
\]
together with (9) (resp. (10)) and the injection \(W^{2,p}(\Omega) \hookrightarrow W^{2,p}_\alpha(\Omega)\) (resp. \(W^{2,p}(\Omega) \hookrightarrow W^{1,p}(\Omega)\)).

Inequalities (9, 10) are still convenient for dealing with \(\|u - \Pi_h u\|_{l,q,\Omega - \Omega_h}\), when \(u\) only belongs to \(W^{2,q}_\alpha(\Omega) \cap V\). On the other hand, the estimate of \(\|u - \Pi_h u\|_{l,q,\Omega - \Omega_h}\) is more unusual. In order to justify the very restrictive assumptions on the mesh, we present here a brief description of the bound of the semi norm \(\|u - \Pi_h u\|_{1,q,\Omega_h}\).

The complete proof can be found in Raugel [18] in case \(q = 2\), and Cherfils [10] for \(q \neq 2\).

Writing:
\[
|u - \Pi_h u|_{1,q,\Omega_h} = \sum_{K \in T_h} |u - \Pi_K u|_{1,q,K}^q,
\]
the study reduces to a local interpolation error. Because of the particular definition of the triangulation, it is clear that the term \(|u - \Pi_K u|_{1,q,K}\) will be treated differently, whether \(K\) touches the singularity or not.

**case 1:** \(0\) is a vertex of \(K\)

With the help of the reference element, it can be proved that (cf. [10,18]):
\[
|u - \Pi_K u|_{1,q,K} \leq c h^{\frac{q}{2} - \alpha} \left\| \frac{h_K}{\rho_K} |u|_{2,q,\alpha,K} \right\|
\]

(assumption \((H_1)) \leq c h^{1-\alpha} |u|_{2,q,\alpha,K},

(assumption \((H_2)) \leq c h |u|_{2,q,\alpha,K}.

**case 2:** \(0\) is not a vertex of \(K\)
This time, $u \in H^2(K)$, and we have a standard estimate (cf. [12]):

$$|u - \Pi_K u|_{1,q,K} \leq c \frac{h^{2q}K}{s^qK} |u|^q_{2,q,K},$$

$$\leq c h^q (\inf_K r^\alpha)^q (\inf_K r^\alpha)^q \sum_{|\beta|=2} |D^\beta u(x)|^q dx,$$

(assumption $(H_3)$)

$$\leq c h^q \sum_{|\beta|=2} r^{q^\alpha} |D^\beta u(x)|^q dx,$$

$$\leq c h^q |u|^q_{2,q,\alpha,K}.$$

The proof of the bound of the seminorm $|u - \Pi_h u|_{0,q,\Omega_h}$ is very similar and will be omitted. \(\square\)

The convergence results for the finite element method including numerical integration are summarized in Proposition 3. Their proofs, relying on arguments of [12, 13, 18], are detailed in [10].

**Proposition 3.** Let $(T_h)$ be a family of triangulations satisfying the hypotheses $(H_1, ..., H_4)$. Let $(\alpha, q)$ be chosen to verify (6). With the notations introduced in Definition 1, we have for the finite element method with numerical integration:

$$\forall f \in W^{1,q}(\Omega), \ q > 2, \ |Tf - T_h f|_{1,2,\Omega} \leq c h (|Tf|_{2,2,\alpha,\Omega} + |f|_{1,q,\Omega}),$$

(14)

$$|Tf - T_h f|_{1,q,\Omega} \leq c h^{\frac{2q}{q(1-\alpha)}} (|Tf|_{2,q,\alpha,\Omega} + |f|_{1,q,\Omega}),$$

(15)

$$\forall f \in W^{2,p}(\Omega), \ p > 1, \ |Tf - T_h f|_{0,2,\Omega} \leq c h^2 |f|_{2,p,\Omega},$$

(16)

$$\forall f \in W^{1,q}(\Omega), \ q > 2, \ |T_h f|_{1,q,\Omega} \leq c |\Pi_h f|_{0,2,\Omega}.$$  

(17)

**Proof.** Let $u = Tf \in V \cap W^{2,q}_\alpha$, $u_h = T_h f \in V_h$.

The inequality (14) is a consequence of the first Strang’s Lemma (cf. Ciarlet [12]) on the one hand, and of Proposition 2, on the other hand. We have:

$$|u - u_h|_{1,2,\Omega} \leq c \left\{ \inf_{v_h \in V_h} |u - v_h|_{1,2,\Omega} + \sup_{w_h \in V_h} \frac{\int_{\Omega} f w_h dx - \int_{\Omega} \Pi_h (f w_h) dx}{|w_h|_{1,2,\Omega}} \right\}.$$

As usual, the term relevant to numerical integration converges at the rate $O(h)$ (cf. [12]). Using Propositions 2 and 1, we conclude:

$$|u - u_h|_{1,2,\Omega} \leq c \left\{ |u - \Pi_h u|_{1,2,\Omega} + h |f|_{1,q,\Omega} \right\},$$

$$\leq c h (|u|_{2,2,\alpha,\Omega} + |f|_{1,2,\Omega}),$$

$$\leq c h |f|_{1,q,\Omega}.$$
Next, in order to verify (15), we apply Lemma 1, Proposition 2 and inequality (14). Thus we get:

\[
\|u - u_h\|_{1,q,\Omega} \leq \|u - \Pi_h u\|_{1,q,\Omega} + \|\Pi_h u - u_h\|_{1,q,\Omega_h},
\]

\[
\leq c h \|u\|_{2,q,\alpha,\Omega} + c h^{\frac{3}{2} - 1} \|\Pi_h u - u_h\|_{1,2,\Omega_h},
\]

\[
\leq c h \|u\|_{2,q,\alpha,\Omega} + c h^{\frac{3}{2} - 1} \left(\|\Pi_h u - u\|_{1,2,\Omega_h} + \|u - u_h\|_{1,2,\Omega_h}\right),
\]

\[
\leq c h^{\frac{2-q}{2\sqrt{1-q}}} (\|u\|_{2,q,\alpha,\Omega} + \|f\|_{1,q,\Omega}).
\]

Our proof for (16) follows from the one of Crouzeix-Rappaz [13]. First, we notice that the operators \(T_h\) and \(\Pi_h\) satisfy:

\[T_h f = T_h (\Pi_h f) \quad \forall f \in C^0(\Omega).\]

We set \(u_h = T_h f = T_h (\Pi_h f), \ w = T (\Pi_h f)\) and \(w_h = T_h' (\Pi_h f)\), where \(T_h'\) is a linear operator defined by:

for all \(g \in L^2(\Omega), \ T_h'g \in V_h\) is the unique solution to

\[
\int_\Omega \nabla (T_h'g) \cdot \nabla v_h \, dx = \int_\Omega g v_h \, dx \quad \forall v_h \in V_h.
\]

The error \(\|u - u_h\|_{0,2,\Omega}\) may be decomposed into 3 terms which will be treated separately:

\[
\|u - u_h\|_{0,2,\Omega} \leq \|u - w\|_{0,2,\Omega} + \|w - w_h\|_{0,2,\Omega} + \|w_h - u_h\|_{0,2,\Omega}. \tag{18}
\]

The term \(\|w - w_h\|_{0,2,\Omega}\) is in fact relevant to the convergence of the finite element method without numerical integration. As usual, we use Aubin-Nitsche’s Lemma (cf. [12]), which can be written in our particular case:

\[
\|w - w_h\|_{0,2,\Omega} \leq c\|w - w_h\|_{1,2,\Omega} \left(\sup_{g \in L^2(\Omega)} \left\{\frac{1}{\|g\|_{0,2,\Omega}} \inf_{v_h \in V_h} \|T g - v_h\|_{1,2,\Omega}\right\}\right). \tag{19}
\]

Moreover, using Propositions 1 and 2,

\[
\inf_{v_h \in V_h} \|T g - v_h\|_{1,2,\Omega} \leq \|T g - \Pi_h T g\|_{1,2,\Omega} \leq c h \|T g\|_{2,2,\alpha,\Omega} \leq c h \|g\|_{0,2,\Omega}. \tag{20}
\]

Thus, combining (19, 20) and Céa’s Lemma:

\[
\|w - w_h\|_{0,2,\Omega} \leq c h \|w - w_h\|_{1,2,\Omega},
\]

\[
\leq c h^2 \|w\|_{2,2,\alpha,\Omega}.
\]

Taking into account that \(W^{2,p}(\Omega) \hookrightarrow C^0(\Omega)\), when \(p > 1\), it follows that:

\[
\|w - w_h\|_{0,2,\Omega} \leq c h^2 \|T \Pi_h f\|_{2,2,\alpha,\Omega},
\]

\[
\leq c h^2 \|\Pi_h f\|_{0,2,\Omega},
\]

\[
\leq c h^2 \|f\|_{2,p,\Omega}.
\]
Next, to deal with the term $\|u - w\|_{0,2,\Omega}$, we use Propositions 1 and 2, and the Sobolev imbedding $W^{2,p}_\alpha(\Omega) \hookrightarrow W^{1,p}(\Omega) \hookrightarrow L^2(\Omega)$. It yields:

$$\|u - w\|_{0,2,\Omega} = \|Tf - T\Pi_h f\|_{0,2,\Omega},$$

$$\leq \|Tf - T\Pi_h f\|_{2,p,\alpha,\Omega},$$  

(Proposition 1)

$$\leq \|f - \Pi_h f\|_{0,p,\Omega},$$  

(Proposition 2)

$$\leq c h^2 \|f\|_{2,p,\Omega}.$$

Finally, to handle the last term $\|w_h - U_h\|_{0,2,\Omega}$, we need the following result, whose proof is very similar to that of Crouzeix-Rappaz [13] and will be omitted,

$$|w_h - u_h|_{1,2,\Omega} \leq c h^2 |\Pi_h f|_{1,2,\Omega}.$$

Thus we get, since $H^1$-norm and $H^1$-seminorm are equivalent on $V$:

$$\|w_h - u_h\|_{0,2,\Omega} \leq \|w_h - u_h\|_{1,2,\Omega},$$

$$\leq c |w_h - u_h|_{1,2,\Omega},$$

$$\leq c h^2 |\Pi_h f|_{1,2,\Omega},$$

$$\leq c h^2 \|f\|_{2,p,\Omega}.$$

Combining the above results, we get (16).

For the proof of (17), we write:

$$\|u_h\|_{1,q,\Omega} \leq \|u_h - w_h\|_{1,q,\Omega} + \|w_h - w\|_{1,q,\Omega} + \|w\|_{1,q,\Omega}.  \quad (21)$$

Classically, we have (see [13]):

$$|u_h - w_h|_{1,2,\Omega} \leq c h \|\Pi_h f\|_{0,2,\Omega}.$$

Thus, applying Lemma 1, we get:

$$\|u_h - w_h\|_{1,q,\Omega} = \|u_h - w_h\|_{1,q,\Omega_h} \leq c h^{(2 - q)(1/\alpha)} |u_h - w_h|_{1,2,\Omega_h},$$

$$\leq c h^{(2 - q)(1/\alpha)} |u_h - w_h|_{1,2,\Omega_h},$$

$$\leq c h^{2 - q(1/\alpha)} \|\Pi_h f\|_{0,2,\Omega},$$

$$\leq c \|\Pi_h f\|_{0,2,\Omega}.$$

Since the term $\|w_h - u_h\|_{0,2,\Omega}$ is relevant to the convergence of the finite element method without numerical integration, the inequality (14) reduces to:

$$\|w - w_h\|_{0,2,\Omega} \leq c h \|w\|_{2,2,\alpha,\Omega_h}.$$
Thus, using Lemma 1 and Proposition 2, we have:

$$\|w_h - w\|_{1,q,\Omega} \leq \|w_h - \Pi_h w\|_{1,q,\Omega} + \|\Pi_h w - w\|_{1,q,\Omega}$$

$$\leq c h^{(\frac{q}{2} - 1)(1 - \frac{1}{q})} \|w_h - \Pi_h w\|_{1,2,\Omega_h} + c h \|w\|_{2,q,\alpha,\Omega},$$

$$\leq c h^{\frac{2 - q}{2(1 - \alpha)}} \|w\|_{2,2,\alpha,\Omega} + c h \|\Pi_h f\|_{0,q,\Omega},$$

$$\leq c h^{\frac{2 - q}{2(1 - \alpha)}} \|\Pi_h f\|_{0,2,\Omega} + c h^{\frac{2 - q}{2(1 - \alpha)}} \|\Pi_h f\|_{0,2,\Omega},$$

$$\leq c \|\Pi_h f\|_{0,2,\Omega}.$$ 

Finally, we have:

$$\|w\|_{1,q,\Omega} \leq \|w\|_{2,2,\alpha,\Omega},$$

$$\leq c \|\Pi_h f\|_{0,2,\Omega}.$$ 

The above bounds applied to (21) lead to (17). □

**Remark 1.** Our estimate (15) is not optimal. Setting $\alpha = 0$ in (15), it leads to a convergence with the rate $O(h^2)$ for a regular solution (i.e. belonging to $H^2(\Omega)$), instead of $O(h)$, which, according to Rannacher and Scott’s results [17], is the optimal rate. Nevertheless, as it will be pointed out later, our single aim is, in order to apply Theorem 1, to prove that the finite element method converges in the norm $\|\|_{1,q,\Omega}$, for $(\alpha, q)$ satisfying (6).

### 3. Approximation of a Semilinear Bifurcation Problem

Now, we consider the semilinear problem:

$$\begin{cases} 
- \Delta u = \lambda u + u^3 & \text{in } \Omega, \\
\quad u = 0 & \text{on } \Gamma_D, \\
\frac{\partial u}{\partial n} = 0 & \text{on } \Gamma_N.
\end{cases}
$$

(22)

According to Brezzi et al. [8], the solution branches of (22) look as in Figure 2. Our purpose in this Section is to estimate the error induced by the computation of a nontrivial solution branch near a bifurcation point. We use for the computation a $P_1$ finite element method with numerical integration.
First of all, the problem (22) is written in a standard way for bifurcation problems (cf. [8]):

\[
\begin{aligned}
\begin{cases}
\text{find } (\lambda, u) \in \mathbb{R} \times V, \\
F_0(\lambda, u) = u + TG(\lambda, u) = 0,
\end{cases}
\end{aligned}
\]

with:
- \(V, T\) defined as in Definition 1, and \(q > 2\) satisfying (6),
- \(G : \mathbb{R} \times V \rightarrow V, \)

\[
(\lambda, u) \mapsto -\lambda u - u^3.
\]

The operator \(T\) is linear, continuous from \(L^p(\Omega)\) into \(W^{2,p}_\alpha(\Omega)\), for \(p > 1\) and \(\alpha > \frac{4}{q} - \frac{2}{p}\) (Proposition 1). It is also straightforward to verify that \(T\) is compact from \(V\) into \(V\), and self-adjoint on \(H^3(\Omega)\). Moreover, the mapping \(G\), and consequently \(F\), are \(C^\infty\) from \(\mathbb{R} \times V\) into \(V\).

Hereafter, we will assume that \((\lambda_0, 0)\) is a simple bifurcation point of (23) (cf. [8]). This means that:

\[
V = N(D_u F^0) \oplus R(D_u F^0),
\]

and the existence of:
- \(\varphi_0 \in V\), such that \(N(D_u F^0) = \mathbb{R} \varphi_0\) and \(||\varphi_0||_V = 1\),
- \(\varphi_0^* \in V',\) such that \(N(D_u F^0) = \mathbb{R} \varphi_0^*(= R(D_u F^0)^\perp)\) and \(\langle \varphi_0^*, \varphi_0 \rangle_{V', V} = 1\),

where \(D_u F^0 = D_u F_0(\lambda_0, 0)\), and \(N(D_u F^0), R(D_u F^0)\) are respectively the kernel and the range of the derivative \(D_u F^0\). The function \(\varphi_0\) is in fact an eigenfunction of the operator \(T\), associated with the eigenvalue \(\lambda_0\).

Besides, let \((\lambda_0, 0)\) be such that \(\varphi_0 \notin H^2(\Omega)\) (this is true for example if \((\lambda_0, 0)\) is the first bifurcation point of (22), cf. [10]).

The trivial branch being solution of (23), the non trivial one may be, near the bifurcation point \((\lambda_0, 0)\), parametrized with, for \(|\alpha| \leq \alpha_0\), (cf. Brezzi al. [8], Crouzeix-Rappaz [13], Paumier [16]):

\[
\begin{aligned}
\begin{cases}
\lambda_0(\alpha) = \lambda_0 + \xi(\alpha), \\
\varphi_0(\alpha) = \alpha \varphi_0 + v(\alpha, \xi(\alpha)),
\end{cases}
\end{aligned}
\]

with \(v : [-\alpha_0, \alpha_0] \times \mathbb{R} \mapsto R(D_u F^0)\), \(\xi : [-\alpha_0, \alpha_0] \mapsto \mathbb{R}\) such that \(\xi(0) = 0, v(0, 0) = 0\), and the application \(\alpha \mapsto (\lambda_0(\alpha), \varphi_0(\alpha))\) of class \(C^\infty\) from \([-\alpha_0, \alpha_0]\) into \(V\).

Consequently, we have:

\[
\langle \varphi_0^*, \varphi_0(\alpha) \rangle_{V', V} = \alpha \quad \forall \alpha \leq |\alpha_0|.
\]

The error induced by the numerical approximation of the non trivial branch

\[
B = \{ (\lambda_0(\alpha), \varphi_0(\alpha)) : |\alpha| \leq \alpha_0 \}
\]

comes from Paumier’s results [16]:

**Theorem 1.** Under the assumptions:

\[
\begin{aligned}
\begin{cases}
V_h is a finite dimensional subspace of V, \\
T_h \in \mathcal{L}(V; V_h), \\
\lim_{h \to 0} \|T - T_h\|_{\mathcal{L}(V; V)} = 0,
\end{cases}
\end{aligned}
\]
there exists $h_0 > 0$ and $r > 0$ such that:

\[ \forall h \in [0, h_0], \text{ the set of the solutions of} \]

\[
\begin{align*}
F_h : \mathbb{R} \times V_h & \to V_h, \\
F_h(\lambda, u) &= 0 = u + T_h G(\lambda, u)
\end{align*}
\]

included in the ball $B_r(\lambda_0, 0) \subset \mathbb{R} \times V$, contains two branches: the branch $B_h = \{ (\lambda_0, u_0(\alpha)) ; |\alpha| \leq \alpha_0 \}$ also solutions of (24), and the trivial branch, which intersect at a simple bifurcation point $(\lambda_0', 0)$, with $\lambda_0'(0) = \lambda_0$.

Furthermore, \( \forall \lambda \in \mathbb{N} \), there exists $c > 0$ such that \( \forall h \in [0, h_0], \forall (\lambda, u) \in B_c(\lambda_0, u_0) \subset C^\infty([-\alpha_0, \alpha_0], \mathbb{R} \times V) \), satisfying $u(0) = 0$, we have (for $|\alpha| \leq \alpha_0$):

\[
|D^j_{\lambda} \lambda(\alpha) - D^j_{\lambda} \lambda_h(\alpha)| + \| D^j_{\alpha} u(\alpha) - D^j_{\alpha} u_h(\alpha) \|_V \\
\leq c \sum_{i=1}^{j+1} \left\{ \sup_{|t| \leq |\alpha|} |D^i_t \{ (\varphi^*_0, \tilde{u}_h(t))_{V', V} - t } \right\} + \sup_{|t| \leq |\alpha|} \| D^i_t F_h(\lambda(t), u(t)) \|_V \right\}
\]

(we use the notation $D^i_t = \frac{d^i}{dt^i}$, and $D^i_{\alpha} = \frac{d^i}{d\alpha^i}$.)

We apply Theorem 1 to our example and choose $T_h$, $V_h$, and $T_h$ as introduced in Definition 1. So, Proposition 3 yields to:

\[
\| T - T_h \|_{L(V; V)} \leq c h \| \frac{1}{i^{\alpha_0}} h \to 0,
\]

and the assumptions (25) are verified.

Applying (27) with $\lambda = \lambda_0$, $u = u_0$, we achieve the rate $O(h^{\frac{1}{1+\alpha_0}})$ for the error in the norm of $V$. However, this estimate may be improved by a more suitable choice of $(\lambda, u)$ (cf. [9, 13]), i.e. $\lambda = \lambda_0$ and $u = \tilde{u}_h = -T_h G(\lambda_0, u_0)$. It can be easily verified that $(\lambda_0, \tilde{u}_h)$ belongs to the ball $B_r(\lambda_0, u_0)$. Applying (27), we get:

**Lemma 3.** With the previous notations, we have, for $|\alpha| \leq \alpha_0$:

\[
|D^j_{\alpha} \lambda_0(\alpha) - D^j_{\alpha} \lambda_h(\alpha)| + \| D^j_{\alpha} \tilde{u}_h(\alpha) - D^j_{\alpha} u_h(\alpha) \|_V \leq c h^2,
\]

c being a constant independent of $h$ and $\alpha$.

**Proof.** We begin to study the first part of the right hand side of (27). We have:

\[
D^i_t \{ (\varphi^*_0, \tilde{u}_h(t))_{V', V} - t \} = D^i_t \{ (\varphi^*_0, \tilde{u}_h(t) - u_0(t))_{V', V} \},
\]

\[
= (\varphi^*_0, (T - T_h) D^i_t G(\lambda_0(t), u_0(t)))_{V', V}.
\]

The operator $T$ is self-adjoint from $H^1(\Omega)$ into itself. So, with the imbedding $W^{1,q}(\Omega) \hookrightarrow H^1(\Omega) \hookrightarrow (W^{1,q})'(\Omega)$, we deduce that $\varphi^*_0$ has the form (cf. [15]):

\[
V \ni v \mapsto |\varphi_0|^2_{1,2,\Omega} \int_\Omega \nabla \varphi_0 \nabla v \, dx dy.
\]
Consequently, it yields:

\[ |D_i^f (\langle \varphi_0^*, \bar{u}_h(t) \rangle_{\mathcal{V}', \mathcal{V}} - t) | = \frac{1}{|\varphi_0|_{1,2,\Omega}^2} \left| \int_{\Omega} \nabla \varphi_0 \nabla (T - T_h) D_i^f G(\lambda_0(t), \bar{u}_0(t)) \, dx \, dy \right|, \]

\[ = \frac{|\lambda_0|}{|\varphi_0|_{1,2,\Omega}^2} \left| \int_{\Omega} \varphi_0 (T - T_h) D_i^f G(\lambda_0(t), \bar{u}_0(t)) \, dx \, dy \right|, \]

\[ \leq c \|(T - T_h) D_i^f G(\lambda_0(t), \bar{u}_0(t))\|_{0,2,\Omega}. \]

Moreover, \( \bar{u}_0(t) \in W^{2,2}_{\alpha}(\Omega) \). Thus there exists \( p_0 > 1 \), such that the imbedding \( W^{2,2}_{\alpha}(\Omega) \hookrightarrow W^{2,p_0}(\Omega) \) hold. The space \( W^{2,p_0}(\Omega) \) being a Banach algebra (cf. [1]), it follows that \( G(\lambda_0(t), \bar{u}_0(t)) \in W^{2,p_0}(\Omega) \).

The Proposition 3 leads to:

\[ |D_i^f (\langle \varphi_0^*, \bar{u}_h(t) \rangle_{\mathcal{V}', \mathcal{V}} - t) | \leq ch^2 \|D_i^f G(\lambda_0(t), \bar{u}_0(t))\|_{2,p_0,\Omega}. \]  

(28)

Next, we have to study the term \( \|D_i^f F_h (\lambda_0(t), \bar{u}_h(t))\|_{\mathcal{V}} \), occurring in (27). Our arguments are classical (cf. Crouzeix-Rappaz [13], Caloz-Rappaz [9], ...).

Thanks to (17), we have:

\[ \|D_i^f F_h (\lambda_0(t), \bar{u}_h(t))\|_{\mathcal{V}} \leq \|T_h D_i^f (G(\lambda_0(t), \bar{u}_h(t)) - G(\lambda_0(t), \bar{u}_0(t)))\|_{1,q,\Omega}, \]

\[ \leq c \|\Pi_h D_i^f (A_h(t) (\bar{u}_h(t) - \bar{u}_0(t)) \} \|_{0,2,\Omega}, \]

with:

\[ A_h(t) = \int_0^1 D_u G (\bar{u}_0(t) + s (\bar{u}_h(t) - \bar{u}_0(t))) \, ds. \]

Furthermore, we can verify that the terms \( D_i^f A_h(t) \) are uniformly bounded. Since for all \( a, g \in C^0(\Omega) \), \( \|\Pi_h (a g)\|_{0,2,\Omega} \leq c \|a\|_{0,\infty,\Omega} \|\Pi_h g\|_{0,2,\Omega} \), we have:

\[ \sum_{i=1}^{j+1} \|D_i^f F_h (\lambda_0(t), \bar{u}_h(t))\|_{\mathcal{V}} \leq c \sum_{i=0}^{j+1} \|\Pi_h D_i^f (\bar{u}_h(t) - \bar{u}_0(t))\|_{0,2,\Omega}, \]

\[ \leq c \sum_{i=0}^{j+1} \|(\Pi_h T - T_h) D_i^f G(\lambda_0(t), \bar{u}_0(t))\|_{0,2,\Omega}. \]

Again, we conclude with Propositions 2 and 3:

\[ \sum_{i=1}^{j+1} \|D_i^f F_h (\lambda_0(t), \bar{u}_h(t))\|_{\mathcal{V}} \leq ch^2 \sum_{i=0}^{j+1} \|D_i^f G(\lambda_0(t), \bar{u}_0(t))\|_{2,p_0,\Omega}. \]  

(29)

Finally, we have to make sure that the terms \( \|D_i^f G(\lambda_0(t), \bar{u}_0(t))\|_{2,p_0,\Omega} \) are bounded for all \( t \in [-\alpha, \alpha] \). Since the map \( t \mapsto (\lambda_0(t), \bar{u}_0(t)) \) is continuous from the compact \([-\alpha_0, \alpha_0] \) into \( \mathcal{V} \), we have:

\[ \sup_{|t| \leq \alpha} \{ |\lambda_0(t)| + \|\bar{u}_0(t)\|_{\mathcal{V}} \} \leq M, \]

where \( M \) denotes a constant independent of \( \alpha \).
Furthermore, \( W^{2,p_0}(\Omega) \) being a Banach algebra, it is sufficient to note:

\[
\|u_0(t)\|_{2,p_0,\Omega} = \|T G(\Delta_0(t), u_0(t))\|_{2,p_0,\Omega},
\]

\[
\leq c \|T G(\Delta_0(t), u_0(t))\|_{2,2,\alpha,\Omega},
\]

(Proposition 1)

\[
\leq c \|G(\Delta_0(t), u_0(t))\|_{1,q,\Omega},
\]

\[
\leq c(M^2 + M^3),
\]

to conclude that \( \|G(\Delta_0(t), u_0(t))\|_{2,p_0,\Omega} \) is bounded on \([-\alpha, \alpha]\). Such arguments apply to all terms \( \|D^j G(\Delta_0(t), u_0(t))\|_{2,p_0,\Omega} \), for \( j \in \mathbb{N} \). This, combined with (27), (28), (29), ends the proof of Lemma 3.

We can now state the main result of this note:

**Theorem 2.** Let \( T_h \) be a triangulation satisfying assumptions \((H_1), (H_2), (H_3), (H_4)\). Let also the exact and approached bifurcation problem be defined as previously. For \( j \in \mathbb{N}, |\alpha| \leq \alpha_0, \) and \( c \) a generic constant independent of \( h \) and \( \alpha \), we have:

\[
\|D^j_\alpha \tilde{u}_h(\alpha) - D^j_\alpha \tilde{u}_h(\alpha)\|_{1,2,\Omega} \leq c h,
\]

\[
\|D^j_\alpha \tilde{u}_0(\alpha) - D^j_\alpha \tilde{u}_0(\alpha)\|_{1,2,\Omega} \leq c h^2,
\]

\[
|D^j_\alpha \Delta_0(\alpha) - D^j_\alpha \Delta_0(\alpha)| \leq c h^2.
\]

**Proof.** The estimates in Theorem 2 follow from Lemma 3. We just need to notice that, for \( l = 0 \) or \( 1 \):

\[
|D^j_\alpha \Delta_0(\alpha) - D^j_\alpha \Delta_0(\alpha)| + \|D^j_\alpha \tilde{u}_0(\alpha) - D^j_\alpha \tilde{u}_h(\alpha)\|_{1,2,\Omega} \]

\[
\leq |D^j_\alpha \Delta_0(\alpha) - D^j_\alpha \Delta_0(\alpha)| + \|D^j_\alpha \tilde{u}_0(\alpha) - D^j_\alpha \tilde{u}_h(\alpha)\|_{1,2,\Omega} + \|D^j_\alpha \tilde{u}_0(\alpha) - D^j_\alpha \tilde{u}_h(\alpha)\|_{1,2,\Omega},
\]

\[
\leq c h^2 + \|D^j_\alpha \tilde{u}_0(\alpha) - D^j_\alpha \tilde{u}_h(\alpha)\|_{1,2,\Omega},
\]

\[
\leq c h^2 + \|(T - T_h) D^j_\alpha G(\Delta_0(\alpha), \tilde{u}_0(\alpha))\|_{1,2,\Omega}.
\]

Once again, we conclude with Proposition 3.

4. **Numerical Results**

The main purpose of this Section is to validate the theoretical estimate (32) in Theorem 2, in the case of the first bifurcation point, with \( \alpha = 0 = j \). Nevertheless, we also intend to point out the efficiency of the adaptive finite element method for general bifurcation problems with singularities. So, we compare our convergence results obtained on an “optimal” mesh (Fig. 3), with those obtained on two other kinds of meshes: a uniform and an adapted one. In the latter case, the adaptive procedure is made of a succession of mesh refinements, resulting from local a posteriori error estimates (Fig. 4). The solutions of (22), eigenvalues and eigenfunctions, are computed with a continuation method (cf. [2], and [10] in the adaptive case).

It can be seen from Figure 5 that the convergence rate \( O(h^2) \) for the “optimal mesh” has effectively been obtained. Nonetheless, on this example, the results with the a posteriori refined meshes are also satisfactory. Adaptive finite element methods have the property of producing a mesh close to the optimal thus leading to a good convergence, without requiring, for the implementation, any a priori information about the singularity. So,
Figure 3. Example of a mesh satisfying assumptions $(H_1)...(H_4)$, with $\alpha = 0.55$.

Figure 4. Coarse and refined solution of (26), represented by symmetry on the entire disc.

they seem to be well suited to bifurcation problems with boundary layers or unknown singularities. Moreover, we notice from Figure 6 that, at least for this example, refined meshes do not involve more degrees of freedom than the optimal ones.
Figure 5. Error $|\lambda_0 - \lambda^0_h|$ to $h$, diameter of the mesh, for the computation of the first bifurcation point of (26).

Figure 6. Error $|\lambda_0 - \lambda^0_h|$ to $N_h$, number of vertices of the mesh, for the computation of the first bifurcation point of (26).
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