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HERMITE PSEUDOSPECTRAL METHOD FOR NONLINEAR PARTIAL
DIFFERENTIAL EQUATIONS
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Abstract. Hermite polynomial interpolation is investigated. Some approximation results are ob-
tained. As an example, the Burgers equation on the whole line is considered. The stability and the
convergence of proposed Hermite pseudospectral scheme are proved strictly. Numerical results are
presented.
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1. Introduction

Many problems in science and engineering are set in unbounded domains. We may solve them by restricting
calculations to some bounded domains with artificial boundary conditions. Whereas this treatment causes
errors. A reasonable way is to approximate them by certain orthogonal systems in unbounded domains. Maday
et al. [13], Coulaud et al. [3], and Funaro [5] used the Laguerre spectral method for some linear problems.
Funaro and Kavian [6] considered some algorithms by using Hermite functions. Recently Guo [10] developed
the spectral method by using Hermite polynomials. However it is not easy to perform the quadratures in
unbounded domains, which are used in the Hermite spectral approximations. So the Hermite pseudospectral
method is more preferable in actual calculations. But so far, there is no work concerning it. The aim of this
paper is to develop the Hermite pseudospectral method. We establish some approximation results in the next
section. Then as an example, we provide a Hermite pseudospectral scheme for the Burgers equation on the
whole line, and prove its stability and the spectral accuracy in Section 3. The numerical results are presented
in the final section, which show the high accuracy and the convergence of this method.

2. Hermite interpolation in one dimension

Let Λ = {x | −∞ < x <∞} and ω(x) = e−x
2
. For 1 ≤ p ≤ ∞, let

Lpω(Λ) = { v | v is measurable and ‖v‖Lpω <∞ }
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where

‖v‖Lpω =


(∫

Λ

|v(x)|pω(x)dx
) 1
p

, 1 ≤ p <∞,
ess sup

x∈Λ
|v(x)|, p =∞.

In particular, L2
ω(Λ) is a Hilbert space with the inner product

(u, v)L2
ω(Λ) =

∫
Λ

u(x)v(x)ω(x)dx.

Let ∂xv(x) =
∂v

∂x
(x), etc. For any non-negative integer m,

Hm
ω (Λ) = { v | ∂kxv ∈ L2

ω(Λ), 0 ≤ k ≤ m}

equipped with the following inner product, semi-norm and the norm

(u, v)Hmω (Λ) =
m∑
k=0

(∂kxu, ∂
k
xv)ω,

|v|Hmω (Λ) = ‖∂mx v‖L2
ω(Λ), ‖v‖Hmω (Λ) = (v, v)

1
2
Hmω (Λ).

For any real r > 0, the spaceHr
ω(Λ) is defined by the space interpolation as in [1]. For simplicity, denote the semi-

norm |v|Hrω(Λ) and the norm ‖v‖Hrω(Λ) by |v|r,ω and ‖v‖r,ω, respectively. In particular, (u, v)ω = (u, v)L2
ω(Λ),

‖v‖ω = ‖v‖0,ω and ‖v‖∞ = ‖v‖L∞(Λ). Throughout this paper, we denote by c a generic positive constant
independent of any function. Guo [10] proved that for any v ∈ H1

ω(Λ),

|v(x)| ≤ 2e
x2
2 ‖v‖

1
2
ω‖v‖

1
2
1,ω, (2.1)

‖xv‖ω ≤ ‖v‖1,ω. (2.2)

The Hermite polynomial of degree l is defined by

Hl(x) = (−1)lex
2
∂lx(e−x

2
).

Clearly H0(x) ≡ 1 and H1(x) = 2x. We have

∂xHl(x) = 2lHl−1(x), l ≥ 1. (2.3)

The set of Hermite polynomials is the L2
ω(Λ)-orthogonal system, i.e.,∫
Λ

Hl(x)Hm(x)ω(x)dx = γlδl,m (2.4)

where δl,m is the Kronecker function, and γl = 2ll!
√
π.

We first recall some properties of the Hermite approximation. Let N be any positive integer and PN be the
set of all algebraic polynomials of degree at most N . The L2

ω(Λ)-orthogonal projection PN : L2
ω(Λ) → PN is

such a mapping that for any v ∈ L2
ω(Λ),

(v − PNv, φ)ω = 0, ∀φ ∈ PN .

As pointed out in [9], PN is also the best approximations associated with the inner product of the space Hm
ω (Λ),

m being any non negative integer.
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Lemma 2.1 (See [9]). For any v ∈ Hr
ω(Λ) and 0 ≤ µ ≤ r,

‖v − PNv‖µ,ω ≤ cN
µ−r

2 ‖v‖r,ω.

Lemma 2.2. For any v ∈ H1
ω(Λ) and r ≥ 1,

‖(v − PNv)e−
x2
2 ‖∞ ≤ cN

1
4−

r
2 ‖v‖1,ω.

Proof. By (2.1) and Lemma 2.1, for any x ∈ Λ,

|(v − PNv)e−
x2
2 | ≤ 2‖v − PNv‖

1
2
ω‖v − PNv‖

1
2
1,ω

≤ cN 1
4− r2 ‖v‖1,ω.

We now turn to the Hermite-Gauss interpolation. We first introduce some notations. For any two sequences
of {al} and {bl} of nonzero real numbers, we write al � bl, if there exists a positive constant d independent of l,
such that al ≤ dbl for all l large enough. Moreover we write al∼bl, if al � bl and bl � al. Let σj(0 ≤ j ≤ N) be
the N + 1 simple zeros of HN+1(x), σN < σN−1 < ... < σ0. They are situated symmetrically around the origin,
see [17]. Let ∆j = σj−1 − σj+1 and aN =

√
2N be the Nth Mhaskar-Rahmanov-Saff number. It is proved

in [11] that

−aN+1(1−N− 2
3 ) � σN , σ0 � aN+1(1−N− 2

3 ), (2.5)

and uniformly for N ≥ 1 and 1 ≤ j ≤ N − 1,

∆j ∼
1√
N + 1

(1− |σj |
aN+1

)−
1
2 . (2.6)

Let ΛN = {σj | 0 ≤ j ≤ N}. For any v ∈ C(Λ), the Hermite-Gauss interpolant INv ∈ PN is determined by

INv(x) = v(x), x ∈ ΛN .

Next, Let ωj be the Christoffel numbers with respect to ω(x),

ωj =
2NN !

√
π

(N + 1)H2
N (σj)

, 0 ≤ j ≤ N.

It is shown as in Lubinsky and Moricz [12] that for 0 ≤ j ≤ N ,

|∂xHN+1(σj)| ∼ 2
N
2 N

1
4
√

(N + 1)!π
1
4 e

σ2
j
2

(
1− |σj |

aN+1

) 1
4

.

Thus by (2.3),

|HN (σj)|2 ∼ 2NN−
3
2 (N + 1)!π

1
2 eσ

2
j

(
1− |σj |

aN+1

) 1
2

,

and so

ωj ∼
1√
N

e−σ
2
j

(
1− |σj |

aN+1

)− 1
2

. (2.7)
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The discrete inner product and norm related to the Hermite-Gauss interpolation are as follows,

(u, v)ω,N =
N∑
j=0

u(σj)v(σj)ωj , ‖v‖ω,N = (v, v)
1
2
ω,N .

Clearly

(INv − v, φ)ω,N = 0, ∀φ ∈ PN . (2.8)

In order to study the properties of the Hermite-Gauss interpolation, we need some preparations. Firstly, by
Szegö [16], for any φ ∈ P2N+1, ∫

Λ

φ(x)ω(x)dx =
N∑
j=0

φ(σj)ωj . (2.9)

By (2.9), we assert that for any φψ ∈ P2N+1,

(φ, ψ)ω = (φ, ψ)ω,N , (2.10)

and for any φ ∈ PN ,

‖φ‖ω = ‖φ‖ω,N . (2.11)

Furthermore let

INv(x) =
N∑
l=0

ṽlHl(x).

By (2.8), for any v ∈ C(Λ),

(v,Hl)ω,N = (INv,Hl)ω,N = (INv,Hl)ω = γlṽl, 0 ≤ l ≤ N.

Hence we can take (2.8) as the definition of IN .
We are going to the main result in this section.

Lemma 2.3. For any v ∈ H1
ω(Λ),

‖v‖ω,N ≤ cN
1
3 ‖v‖ω + cN−

1
6 ‖v‖1,ω.

Proof. By virtue of (2.7),

‖v‖2ω,N ≤ c1N−
1
2

N∑
j=0

e−σ
2
j v2(σj)(1−

|σj |
aN+1

)−
1
2 . (2.12)

It is shown in [2] that for −∞ < a < b <∞,

sup
x∈[a,b]

|v(x)|2 ≤ c2
b− a‖v‖

2
L2(a,b) + c2(b− a)|v|2H1(a,b).

Let Λj = (σj+1, σj−1), 1 ≤ j ≤ N. Then

e−σ
2
j v2(σj) ≤

c2
∆j

∫
Λj

e−x
2
v2(x)dx+ c2∆j

∫
Λj

(
∂x

(
e−

x2
2 v(x)

))2

dx. (2.13)
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Moreover the combination of (2.1) and (2.5) leads to that for j = 0, N,

e−σ
2
j v2(σj)

(
1− |σj |

aN+1

)− 1
2

≤ c3N
1
3 ‖v‖ω‖v‖1,ω. (2.14)

By substituting (2.13) and (2.14) into (2.12), we assert that

‖v‖2ω,N ≤ c1c3N−
1
6 ‖v‖ω‖v‖1,ω + c1c2N

− 1
2

N−1∑
j=1

∆−1
j

(
1− |σj |

aN+1

)− 1
2
∫

Λj

e−x
2
v2(x)dx

+ c1c2N
− 1

2

N−1∑
j=1

∆j

(
1− |σj |

aN+1

)− 1
2
∫

Λj

e−x
2 (
x2v2(x) + (∂xv(x))2

)
dx. (2.15)

Furthermore, (2.6) implies that

N−
1
2 ∆−1

j

(
1− |σj |

aN+1

)− 1
2

≤ c4. (2.16)

Besides, (2.5) leads to ∣∣∣∣1− |σj |aN+1

∣∣∣∣ ≥ ∣∣∣∣1− σ0

aN+1

∣∣∣∣ ≥ c5N− 2
3 .

So using (2.6) again yields that

N−
1
2 ∆j

(
1− |σj |

aN+1

)− 1
2

≤ c6N−1

(
1− |σj |

aN+1

)−1

≤ c6
c5
N−

1
3 . (2.17)

Furthermore |x| ≤
√

2N + 3 for x ∈ Λj, and thus∫
Λj

x2e−x
2
v2(x)dx ≤ 5N

∫
Λj

e−x
2
v2(x)dx. (2.18)

By substituting (2.16)-(2.18) into (2.15), we get that

‖v‖2ω,N ≤ 2cN−
1
6 ‖v‖ω‖v‖1,ω + cN

2
3

∫
Λ

e−x
2
v2(x)dx+ cN−

1
3

∫
Λ

e−x
2

(∂xv(x))2 dx

where c = max( c1c32 , c1c2c6c5
, c1c2c4 + 5c1c2c6

c5
). The proof is complete. �

Theorem 2.1. For any v ∈ Hr
ω(Λ), r ≥ 1 and 0 ≤ µ ≤ r,

‖v − INv‖µ,ω ≤ cN
1
3 +µ−r

2 ‖v‖r,ω.

Proof. It is proved in [9] that for any φ ∈ PN and µ ≥ 0,

‖φ‖µ,ω ≤ cN
µ
2 ‖φ‖ω. (2.19)

This fact with Lemma 2.3 lead to that

‖PNv − INv‖µ,ω ≤ cN
µ
2 ‖PNv − INv‖ω ≤ cN

µ
2 ‖IN (v − PNv)‖ω = cN

µ
2 ‖v − PNv‖ω,N

≤ cN 1
3 +µ

2 ‖v − PN‖ω + cN−
1
6 +µ

2 ‖v − PNv‖1,ω.
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Finally by Lemma 2.1,

‖v − INv‖µ,ω ≤ ‖v − PNv‖µ,ω + ‖INv − PNv‖µ,ω ≤ cN
1
3 +µ−r

2 ‖v‖r,ω.

Theorem 2.2. For any v ∈ H1
ω(Λ) and r ≥ 1,

‖(v − INv)e−
1
2x

2‖∞ ≤ cN
7
12− r2 ‖v‖r,ω.

Proof. By (2.1) and Theorem 2.1, for any x ∈ Λ,

|v(x) − INv(x)| ≤ ce 1
2x

2‖v − INv‖
1
2
ω‖v − INv‖

1
2
1,ω

≤ ce 1
2x

2
N

7
12− r2 ‖v‖r,ω

which implies the desired result.

Theorem 2.3. For any v ∈ Hr
ω(Λ) and r ≥ 1,

‖v − INv‖ω,N ≤ cN
1
3− r2 ‖v‖r,ω.

Proof. By (2.8), for any φ ∈ PN ,

‖v − INv‖2ω,N = (v − INv, v − φ)ω,N

whence
‖v − INv‖ω,N = inf

φ∈PN
‖v − φ‖ω,N .

By taking φ = PNv and using Lemma 2.3 and Theorem 2.1, we get that

‖v − INv‖ω,N ≤ cN
1
3 ‖v − PNv‖ω + cN−

1
6 ‖v − PNv‖1,ω ≤ cN

1
3−

r
2 ‖v‖r,ω.

We have from (2.8), (2.10) and Theorem 2.1 that for any v ∈ Hr
ω(Λ), φ ∈ PN and r ≥ 1,

|(v, φ)ω − (v, φ)ω,N | = |(v − INv, φ)ω | ≤ c‖v − INv‖ω‖φ‖ω
≤ cN 1

3−
r
2 ‖v‖r,ω‖φ‖ω. (2.20)

3. Application to Burgers equation on the whole line

In this section, we consider the Hermite pseudospectral method for the Burgers equation on the whole line.
We first change it to an alternative formulation by a similarity transformation, which is suitable for the Hermite
approximation. We shall prove the stability and the spectral accuracy of the designed scheme strictly.

Let µ > 0 be the kinetic viscosity. g(y, s) and V0(y, s) are the source term and the initial value, respectively.
T is a fixed positive number. We consider the following problem{

∂sV +
1
2
∂y(V 2)− µ∂2

yV = g, −∞ < y <∞, 0 < s ≤ T,
V (y, 0) = V0(y), y ∈ Λ̃.

(3.1)

In addition, V and ∂yV satisfy certain conditions at the infinity. If we multiply (3.1) by V (y)ω(y) and sum the
result for σj ∈ ΛN , then by (2.9) and integration by parts, the last term of the left side of (3.1) becomes

aω(V, V ) =
∫

Λ̃

∂yV (y)∂y(V (y)ω(y))dy, ∀V ∈ PN .
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It can be checked that

aω(V, V ) = ‖ ∂yV ‖2L2
ω(Λ̃)
−2
∫

Λ̃

yV (y)∂yV (y)ω(y)dy

= ‖ ∂yV ‖2L2
ω(Λ̃)

+ ‖ V ‖2
L2
ω(Λ̃)
−2
∫

Λ̃

y2V 2(y)ω(y)dy.

It is not clear whether or not aω(V, V ) ≥ 0. So (3.1) is not suitable for Hermite pseudospectral approximation.
To remedy this trouble, we follow Guo [10] to make the similarity transformation

x =
y

2
√
µ(1 + s)

, t = ln(1 + s), U(x, t) = ex
2
V (2
√
µxe

t
2 , et − 1), f(x, t) = ex

2+tg(2
√
µxe

t
2 , et − 1).

Then (3.1) reads ∂tU +
1
2
U +

1
2
x∂xU +

1
4
√
µ

ex
2+ t

2 ∂x(e−2x2
U2)− 1

4
∂2
xU = f, x ∈ Λ, 0 < t ≤ ln(1 + T ),

U = U0, t = 0.
(3.2)

As in [13], we suppose that V0 and g fulfill some conditions such that for certain α ≥ 0,

lim
|y|→∞

eαy
2
(|V (y, s)|+ |∂yV (y, s)|) = 0, 0 ≤ s ≤ T.

Then

lim
|x|→∞

e(4αµet−1)x2
(|U(x, t)|+ |∂xU(x, t)|) = 0, 0 ≤ t ≤ ln(1 + T ).

If α > 1
8µ , then for all t ≥ 0, 4αµet − 1 > − 1

2 . So U ∈ H1
ω(Λ), and we can use the Hermite approximation.

Let uN be the approximation to U . The Hermite pseudospectral scheme for (3.2) is to find uN ∈ PN for all
t ≤ ln(1 + T ), such that{

∂tuN + 1
2uN + 1

2x∂xuN + 1
4
√
µex

2+ t
2 ∂x(e−2x2

u2
N)− 1

4∂
2
xuN = INf, x ∈ ΛN , 0 < t ≤ ln(1 + T ),

uN(0) = uN,0 = INU0, x ∈ ΛN , t = 0.
(3.3)

Let

B(v, w, z) =
(

ex
2
∂x

(
e−2x2

vw
)
, z
)
ω,N

.

According to (2.10), (3.3) stands for
(∂tuN(t), φ)ω + 1

2 (uN (t), φ)ω + 1
4
√
µe

t
2B(uN , uN , φ) + 1

4 (∂xuN (t), ∂xφ)ω = (f(t), φ)N,ω,
∀φ ∈ PN , 0 ≤ t ≤ ln(1 + T ),

uN = uN,0 = INU0, t = 0.
(3.4)

We now consider the stability of (3.3). Since (3.3) is nonlinear, it is not possible to prove the stability in the
sense of Courant [4], also see [14]. But it may be stable in the sense of Guo [7, 8]. To do this, assume that f
and uN,0 have the errors f̃ and ũN,0, respectively. They induce the error of uN , denoted by ũN . The errors
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fulfill the following equation
(∂tũN(t), φ)ω + 1

2 (ũN (t), φ)ω + 1
4
√
µe

t
2B(ũN , ũN , φ) + e

t
2

2
√
µB (ũN(t), uN (t), φ)

+ 1
4 (∂xũN (t), ∂xφ)ω = (f̃(t), φ)ω,N , ∀φ ∈ PN , 0 ≤ t ≤ ln(1 + T ),

ũN (0) = ũN,0.

(3.5)

By taking φ = 2ũN in (3.5), it follows that

d
dt
‖ũN(t)‖2ω +

1
2
‖ũN(t)‖21,ω +

e
t
2

2
√
µ
B(ũN (t), ũN (t), ũN (t)) +

e
t
2

√
µ
B(ũN (t), uN (t), ũN (t)) ≤ 2‖f̃(t)‖2ω,N . (3.6)

In order to estimate the nonlinear term in (3.6), we need the following lemma.

Lemma 3.1. For any v, w ∈ H1
ω(Λ) and z ∈ L2

ω(Λ),

|B(v, w, z)| ≤ c‖z‖
1
2
ω‖z‖

1
2
1,ω

(
‖∂xv‖ω,N‖w‖

1
2
ω‖w‖

1
2
1,ω + ‖∂xw‖ω,N‖v‖

1
2
ω‖v‖

1
2
1,ω

)
+ c‖v‖

1
2
ω‖v‖

1
2
1,ω‖w‖

1
2
ω‖w‖

1
2
1,ω‖z‖ω,N .

Proof. We have

B(v, w, z) =
3∑
i=1

Bi(v, w, z)

where
B1(v, w, z) =

(
e−x

2
∂xvw, z

)
ω,N

, B2(v, w, z) =
(

e−x
2
v∂xw, z

)
ω,N

,

B3(v, w, z) = −2
(
xe−x

2
vw, z

)
ω,N

.

By (2.1),

|B1(v, w, z)| ≤ c‖∂xv‖ω,N‖w‖
1
2
ω‖w‖

1
2
1,ω‖z‖

1
2
ω‖z‖

1
2
1,ω.

Similarly
|B2(v, w, z)| ≤ c‖v‖

1
2
ω‖v‖

1
2
1,ω‖∂xw‖ω,N‖z‖

1
2
ω‖z‖

1
2
1,ω.

Moreover by (2.1) and (2.10),

|B3(v, w, z)| ≤ c‖v‖
1
2
ω‖v‖

1
2
1,ω‖w‖

1
2
ω‖w‖

1
2
1,ω‖z‖ω,N

 N∑
j=0

σ2
jωj

 1
2

≤ c‖v‖
1
2
ω‖v‖

1
2
1,ω‖w‖

1
2
ω‖w‖

1
2
1,ω‖z‖ω,N .

The above statements lead to the desired result.
By Lemma 3.1, (2.11) and the Hölder inequality, we obtain that

|B (ũN (t), ũN (t), ũN (t)) | ≤ c1(µ, T )‖ũN(t)‖ω‖ũN(t)‖21,ω, (3.7)

|B (ũN (t), uN (t), ũN (t)) | ≤ c2(uN , µ, T )‖ũN(t)‖2ω + ε‖ũN(t)‖21,ω (3.8)

where c1(µ, T ) is some positive constant depending only on µ and T , and

c2(uN , µ, T ) =
c1(µ, T )

ε
‖uN‖4L∞(0,ln(1+T );H1

ω(Λ)), ε > 0.
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By substituting (3.7) and (3.8) into (3.6), and integrating it for t, we obtain that

‖ũN(t)‖2ω +
∫ t

0

(
1
4
− c1(µ, T )‖ũN(η)‖ω

)
‖ũN(η)‖21,ωdη ≤ ρ

(
ũN,0, f̃ , t

)
+ c2(uN , µ, T )

∫ T

0

‖ũN(η)‖2ωdη (3.9)

where

ρ(ũN,0, f̃ , t) = ‖ũN,0‖2ω + 2
∫ t

0

‖f̃(η)‖2ω,Ndη.

Lemma 3.2 (see [10]). Assume that
(i) the constants b1 > 0, b2 ≥ 0, b3 ≥ 0 and d ≥ 0,
(ii) Z(t) and A(t) are non-negative functions of t,

(iii) d ≤ b21
b22

e−b3t1 for certain t1 > 0,

(iv) for all t ≤ t1,

Z(t) +
∫ t

0

(b1 − b2Z
1
2 (η))A(η)dη ≤ d+ b3

∫ t

0

Z(η)dη.

Then for all t ≤ t1, Z(t) ≤ deb3t.

Applying Lemma 3.2 to (3.9), we obtain the following result.

Theorem 3.1. Let α > 1
8µ and uN be the solution of (3.3). If for certain t1,

ρ(ũN,0, f̃ , t1) <
1

64c21(µ, T )
e−c2(uN ,µ,T )t1 ,

then for all t ≤ t1,

‖ũN(t)‖2ω +
1
8

∫ t

0

‖ũN(η)‖21,ωdη ≤ ρ(ũN,0, f̃ , t)ec2(uN ,µ,T )t.

Theorem 3.1 indicates that the error of the numerical solution is controlled by the errors of the data uN,0 and
f , provided that the average error ρ(ũN,0, f̃ , t) does not exceed certain critical value. It means that (3.3) is of
generalized stability in the sense of Guo [7, 8], and of restricted stability in the sense of Stetter [15].

We next deal with the convergence. Let U be the solution of (3.2), and UN = PNU . We derive from (3.2)
that

(∂tUN (t), φ)ω + 1
2 (UN (t), φ)ω + e

t
2

4
√
µB (UN(t), UN (t), φ) + 1

4 (∂xUN (t), ∂xφ)ω +G(t, φ) = (f(t), φ)ω,N ,

∀φ ∈ PN , 0 < t ≤ ln(1 + T ) (3.10)

where

G(t, φ) =
4∑
i=1

Gi(t, φ),

and

G1(t, φ) = (∂tU(t)− ∂tUN(t), φ)ω ,

G2(t, φ) =
1
2

(U(t)− UN (t), φ)ω ,

G3(t, φ) =
1

4
√
µ

e
t
2

((
ex

2
∂x
(

e−2x2
U2(t)

)
, φ
)
ω
−
(

ex
2
∂x
(

e−2x2
U2
N(t)

)
, φ
)
ω,N

)
,

G4(t, φ) = (f(t), φ)ω,N − (f(t), φ)ω .
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Let uN be the solution of (3.3), and ŨN = uN − UN . By (3.4) and (3.10), we deduce that(
∂tŨN(t), φ

)
ω

+ 1
2

(
ŨN (t), φ

)
ω

+ e
t
2

4
√
µB
(
ŨN (t), ŨN (t), φ

)
+ e

t
2

2
√
µB
(
ŨN (t), UN (t), φ

)
+ 1

4

(
∂xŨN(t), ∂xφ

)
ω

= G(t, φ)ω , ∀φ ∈ PN , 0 < t ≤ ln(1 + T ).
(3.11)

In addition, ŨN (0) = 0. Comparing with (3.11) with (3.5), we can derive a result similar to that of Theorem 3.1.
But uN , ũN,0 and f̃ are now replaced by UN , ŨN(0) and G(t, φ), respectively. Therefore we only have to estimate
the term |G(t, ŨN (t))|. We first have from Lemma 2.1 that

|G1(t, ŨN(t))| ≤ cN− r2 ‖∂tU(t)‖r,ω‖ŨN(t)‖ω ,
|G2(t, ŨN(t))| ≤ cN− r2 ‖U(t)‖r,ω‖ŨN(t)‖ω.

Next
4
√
µe−

t
2G3(t, ŨN (t)) = A1(t, ŨN (t)) +A2(t, ŨN (t))

where

A1(t, ŨN (t)) =
(

ex
2
∂x
(

e−2x2
U2(t)

)
, ŨN(t)

)
ω
−
(

ex
2
∂x
(

e−2x2
U2
N (t)

)
, ŨN(t)

)
ω

= −
(

e−x
2 (
U2(t)− U2

N(t)
)
, ∂xŨN(t)

)
ω
,

A2(t, ŨN (t)) =
(

ex
2
∂x

(
e−2x2

U2
N (t)

)
, ŨN(t)

)
ω
−
(

ex
2
∂x

(
e−2x2

U2
N(t)

)
, ŨN (t)

)
ω,N

.

By virtue of (2.1) and Lemma 2.1,∣∣∣A1(t, ŨN (t))
∣∣∣ ≤ c‖U(t) + UN (t)‖

1
2
ω‖U(t) + UN(t)‖

1
2
1,ω‖U(t)− UN(t)‖

1
2
ω‖U(t)− UN (t)‖

1
2
1,ω‖ŨN(t)‖1,ω

≤ 1
16
‖ŨN(t)‖21,ω + cN

1
2−r‖UN(t)‖4r,ω.

Furthermore
A2(t, ŨN (t)) = D1(t, ŨN (t)) +D2(t, ŨN (t))

where

D1(t, ŨN (t)) = 2
(

e−x
2
UN (t)∂xUN (t), ŨN (t)

)
ω
−
(

e−x
2
UN (t)∂xUN (t), ŨN (t)

)
ω,N

,

D2(t, ŨN (t)) = −2
(
xe−x

2
U2
N (t), ŨN (t)

)
ω

+ 2
(
xe−x

2
U2
N (t), ŨN (t)

)
ω,N

.

Thanks to (2.20),
|D1(t, ŨN (t), φ)| ≤ cN 1

3−
r
2 ‖e−x2

UN(t)∂xUN(t)‖r,ω‖ŨN(t)‖ω.
We have

∂rx

(
e−x

2
UN (t)∂xUN (t)

)
= e−x

2 (
∂rxUN∂xUN + ∂r+1

x UNUN
)

+ pr(x)e−x
2
UN∂xUN + · · ·

where pr(x) is polynomial of degree r. By virtue of (2.1), (2.2) and Lemma 2.1,

|D1(t, ŨN (t))| ≤ cN 5
3−r‖U(t)‖4r,ω + c‖ŨN(t)‖2ω.

We can estimate D2(t, ŨN(t)) similarly. Besides, (2.20) implies that

|G4(t, ŨN (t))| ≤ cN 2
3−r‖f‖2r,ω + ‖φ‖2ω.
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Table 1. The errors E(1)
N (1).

τ N = 8 N = 16 N = 32
0.01 1.389E-05 1.389E-05 1.389E-05
0.001 1.381E-06 1.381E-06 1.381E-06

0.000001 1.397E-08 1.419E-10 2.838E-12

Table 2. The errors Ẽ(1)
N (1).

τ N = 8 N = 16 N = 32
0.01 2.396E-03 2.396E-03 2.396E-03
0.001 2.382E-04 2.382E-04 2.382E-04

0.000001 2.409E-06 2.447E-08 4.895E-10

Therefore

|G(t, ŨN (t))| ≤ 1
8
‖ŨN (t)‖21,ω + c‖ŨN(t)‖2ω + c(µ, T )N−r

(
‖U(t)‖4r+ 5

3 ,ω
+ ‖∂tU(t)‖2r,ω + ‖f(t)‖2r+ 3

2 ,ω

)
.

Obviously, the last term in the above inequality tends to zero as N goes to the infinity. Finally we obtain the
following result.

Theorem 3.2. If α > 1
8µ , r ≥ 0, U ∈ L2(0, ln(1 + T );Hr+ 5

3
ω (Λ)) ∩ H1(0, ln(1 + T );Hr

ω(Λ)) and f ∈
L2
(

0, ln(1 + T );Hr+2
3

ω (Λ)
)

, then for all t ≤ ln(1 + T ),

‖uN(t)− U(t)‖2ω +
∫ t

0

‖uN(η)− U(η)‖21,ωdη ≤ c∗N−r

where c∗ is a positive constant depending only on µ, T and the norms of U and f in the mentioned spaces.

Remark 3.1. In the proof of Theorem 3.1 and Theorem 3.2, we require that for U ∈ H1
ω(Λ) and so

e−
x2
2 (|U(x, t)| + |∂xU(x, t)|) → 0 as |x| → ∞. A sufficient condition for it is that for certain α > 1

8µ ,

eαy
2
(|V (y, s)| + |∂yV (y, s)|) → 0, as |y| → ∞, see [10]. It means that V (y, s) should decay fast enough. It

agrees the experience in actual computations as described by Funaro and Kavian [6].

Remark 3.2. In this paper, we use the variable transformation and so obtain the error estimations. In fact, a
similar transformation was used in actual computations by Funaro and Kavian [6]. This trick can be generalized
to other problems such as the two-dimensional heat equation and the Navier-Stokes equations.

4. Numerical results

We now present some numerical results. Take the following test function

U(x, t) = sech2(ax− bt− c).

We use (3.3) to solve (3.2) with a = 0.3, b = 0.5, c = −3 and µ = 1. In actual computation, we use standard
fourth order Runge-Kutta method in time t with the step τ . Let E(1)

N (t) = ‖U(t) − uN (t)‖ω,N and Ẽ
(1)
N (t) =

‖U(t)− uN (t)
U(t)

‖ω,N be the errors of numerical solution uN . Tables 1 and 2 show the errors E(1)
N (t) and Ẽ

(1)
N (t)

for t = 1 and various values of N and τ . They indicate the high accuracy and the convergence of the this
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Table 3. The errors E(1)
N (t) and Ẽ(1)

N (t).

t E(1)(t) Ẽ(1)(t)
1.0 1.381E-06 2.382E-04
2.0 1.249E-06 5.848E-04
3.0 8.869E-07 1.127E-03
4.0 5.812E-07 2.008E-03
5.0 3.680E-07 3.456E-03

Table 4. The errors E(2)(1).

τ N = 8 N = 16 N = 32
0.01 1.189E-05 1.187E-05 1.186E-05
0.001 5.965E-06 5.883E-06 5.883E-06

0.000001 6.510E-08 2.380E-10 8.194E-12

Table 5. The errors Ẽ(2)(1).

τ N = 8 N = 16 N = 32
0.01 2.051E-03 2.047E-03 2.045E-03
0.001 6.028E-04 3.014E-04 6.698E-04

0.000001 1.122E-05 4.106E-08 1.431E-09

Table 6. The errors E(2)(t) and Ẽ(2)(t).

t E(2)(t) Ẽ(2)(t)
1.0 5.883E-06 6.698E-04
2.0 3.230E-06 1.513E-03
3.0 1.508E-06 1.918E-03
4.0 7.377E-07 2.549E-03
5.0 4.012E-07 3.768E-03

method. Moreover the errors E(1)
N (t) and Ẽ

(1)
N (t) with N = 32, τ = 0.001 and various values of t are listed in

Table 3 which shows the stability of calculation.
For comparison, we also use the Hermite spectral method in [10] for the same problem. The corresponding

scheme is as follows (∂tuN(t), φ)ω + 1
2 (uN (t), φ)ω + B̃ (uN(t), uN (t), φ) + 1

4 (∂xuN(t), ∂xφ)ω = (f(t), φ)ω ,
∀φ ∈ PN , 0 < t ≤ ln(1 + T ),

uN,0 = PNU0

(4.1)

where
B̃(u, v, φ) = − 1

4
√
µ

e
t
2 (e−x

2
uv, ∂xφ)ω .

In actual computation, the Hermite coefficients are determined by the Hermite quadratures with the
M interpolation points, M ≥ N. Its numerical errors E(2)(t) and Ẽ(2)(t) are defined in the same way as
for E(1)

N (t) and Ẽ(1)
N (t). The errors with M = N are shown in Tables 4 and 5. Moreover the errors with N = 32

and τ = 0.001 are listed in Table 6. Comparing the errors in Tables 1 to 3 with those in Tables 4 to 6, we find
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Table 7. The errors E(3)
N (1).

τ N = 8 N = 16 N = 32
0.01 1.026E-03 4.997E-04 6.058E-05
0.001 1.075E-03 4.992E-04 6.030E-05

0.000001 1.075E-03 4.991E-04 6.027E-05

Table 8. The errors Ẽ3
N (1).

τ N = 8 N = 16 N = 32
0.01 3.568E-01 2.283E-01 2.977E-02
0.001 3.568E-01 2.281E-01 2.963E-02

0.000001 3.567E-01 2.281E-01 2.962E-02

that the Hermite pseudospectral method has the accuracy of the same order as the Hermite spectral method.
But the former method saves the work, since it avoids the quadratures on the whole line.

Finally we restrict the computation to a finite interval [Y0, Y1], Y0 = −25.0 and Y1 = 25.0. The corresponding
artificial boundary values are given by

V (Y0, t) = V (Y0, 0), V (Y1, t) = V (Y1, 0).

Take the transformation {
y = 1

2 (Y0 + Y1) + 1
2 (Y1 − Y0)z,

W (z, s) = V (y, s)− 1
2 (1 + z)V0(Y1)− 1

2 (1− z)V0(Y0).

Then problem (3.1) becomes

 ∂sW + 1
Y1−Y0

∂z
(
W + 1

2 (1 + z)V0(Y1) + 1
2 (1− z)V0(Y0)

)2 − 4µ
(Y1−Y0)2 ∂

2
zW = g, z ∈ (−1, 1), t ∈ (0, T ),

W (1, s) = W (−1, s) = 0, s ∈ [0, T ),
W (z, 0) = V0(1

2 (Y1 + Y0) + 1
2 (Y1 − Y0)z)− 1

2 (1 + z)V0(Y1)− 1
2 (1− z)V0(Y0), z ∈ [−1, 1].

(4.2)

Let Ll(z) be the Legendre polynomial of degree l, and Λ∗N = {zj|j = 1, 2, ...N − 1} be the set of the zeros of

LN−1(z) . The Legendre pseudospectral scheme for (4.2) is to find WN ∈ P0
N (−1, 1), such that{

∂sWN + 1
Y1−Y0

∂z
(
WN + 1

2 (1 + z)V0(Y1) + 1
2 (1− z)V0(Y0)

)2 − 4µ
(Y1−Y0)2 ∂

2
zWN = g, z ∈ Λ∗N , t ∈ (0, T ),

WN (z, 0) = V0(1
2 (Y1 + Y0) + 1

2 (Y1 − Y0)z)− 1
2 (1 + z)V0(Y1)− 1

2 (1− z)V0(Y0), z ∈ Λ∗N .
(4.3)

Set VN (z, s) = WN (z, s) + 1
2 (1 + z)V0(Y1) + 1

2 (1 − z)V0(Y0). The numerical errors E(3)
N (t) = ‖V (t) − VN (t)‖N

and Ẽ(3)
N (t) = ‖V (t)−VN (t)

V (t) ‖N are presented in Tables 7 to 9, where ‖v‖N is the corresponding Legendre discrete
norm. Comparing the results in Tables 1 to 3 with those in Tables 7 to 9, we know that the Hermite
pseudospectral method provides better numerical results than the usual method by restricting the computation
to a finite interval. In particular, for N = 32, the points in the Hermite pseudospectral method are sampled
over an interval of size |σN | ∼

√
2N = 8. The size of this interval is still smaller than the truncated interval of

size 25. But the Hermite pseudospectral method provides much better results than (4.3).
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Table 9. The errors E(3)
N (t) and Ẽ(3)

N (t).

t E(1)(t) Ẽ(1)(t)
1.0 6.030E-05 2.963E-02
2.0 3.213E-05 2.137E-02
3.0 1.893E-05 1.562E-02
4.0 1.229E-05 1.126E-02
5.0 9.869E-06 1.103E-02

Acknowledgements. The work of the first author is supported by the Chinese State Key project G1999032804.

References

[1] R.A. Adams, Sobolev Spaces. Academic Press, New York (1975).
[2] C. Bernardi and Y. Maday, Spectral methods, in Techniques of Scientific Computing, Part 2, P.G. Ciarlet and J.L. Lions Eds.,

Elsevier, Amsterdam (1997) 209–486.
[3] O. Coulaud, D. Funaro and O. Kavian, Laguerre spectral approximation of elliptic problems in exterior domains. Comp. Mech.

Appl. Mech. Eng. 80 (1990) 451–458.
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