ON A SHAPE CONTROL PROBLEM FOR THE STATIONARY NAVIER-STOKES EQUATIONS
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Abstract. An optimal shape control problem for the stationary Navier-Stokes system is considered. An incompressible, viscous flow in a two-dimensional channel is studied to determine the shape of part of the boundary that minimizes the viscous drag. The adjoint method and the Lagrangian multiplier method are used to derive the optimality system for the shape gradient of the design functional.
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1. INTRODUCTION

Optimal shape control problems associated with the Navier-Stokes equations have a wide and important range of applications. Aerodynamic and hydrodynamic problems such as the design of cars, airplanes, and jet engines provide a few settings. Despite the fact that this field has been extensively studied, determining the best shape for a system governed by the Navier-Stokes equations is still a difficult and time consuming task.

Early studies devoted to optimal shape control problems for the Navier-Stokes equations can be found in [28, 29]. Nowadays shape optimization problems are covered in several monographs (see, e.g., [16, 26, 30, 35]) which, for the most part, focus on the case of the Laplace operator or Stokes flow. The theoretical treatment of optimal shape design problems are concerned with questions of existence, regularity of solutions, and differentiability properties. Also, the numerical implementation, the analysis, and the consistency of discrete approximations are fundamental issues. Some papers on the existence and regularity of solutions are [6, 9, 20, 28, 32, 33, 36]. However, those results generally lack a coherent first-order necessary condition and often the regularity assumed cannot be used in numerical algorithms. Other papers, e.g., [4, 12, 13, 17, 25, 27, 33], deal with re-formulations of the problem, mainly to simplified situations. Again, results are far from complete.

In [25, 27, 34] an interesting embedding domain technique is explored which provides an equivalent formulation of the optimization problem on a fixed domain. In particular, in [34], an explicit formula for shape variations for the Navier-Stokes equation is proposed. In this paper, we not only recover this result but extend it in the framework of a more general Lagrange multiplier technique that can easily take into account other constraints.
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This paper is concerned with a shape optimization problem for the stationary incompressible Navier-Stokes equations and will cover some of the above topics. The main focus is to find an appropriate formulation of the optimal shape design problem that is attractive for consistent numerical computations. We consider the full Navier-Stokes case and recover the first-order necessary conditions that can be used for developing a consistent numerical approach to the problem. In contrast to previous authors, we make consistent use of the dual variables and introduce the regularity of the boundary explicitly as a main constraint which is enforced through Lagrange multiplier techniques. The resulting optimality condition is a system of equations and variational inequalities which express the compact and coherent mathematical formulation of the problem. Issues related to numerical approximations such as mesh adaptation, embedding domain techniques, and computational tests are fundamental, but due to space limitations, will be treated in future papers; the interested reader can also consult [8, 12, 13, 25–27, 30] and the references cited therein.

Although we deal with a specific, two-dimensional drag minimization problem, the approach used here is discussed in general terms and can be used for many other optimal control problems involving different objective functionals and classes of shape controls. Furthermore, although the geometry is somewhat simple, our results can be extended to a general settings without further complications. Our aim here is to provide a systematic analysis for the problem in which the viscous drag is minimized through the use of variational methods and to derive a useful formula for the shape gradient of the design functional.

1.1. The model shape control problem

We consider the two-dimensional incompressible flow of a viscous fluid through the channel $\Omega$ shown in Figure 1. The velocity $\vec{u}$ and the pressure $p$ satisfy the stationary Navier-Stokes system

\begin{align}
-\nu \Delta \vec{u} + (\vec{u} \cdot \nabla) \vec{u} + \nabla p &= \vec{f} \quad \text{in } \Omega \quad (1.1) \\
\nabla \cdot \vec{u} &= 0 \quad \text{in } \Omega \quad (1.2)
\end{align}

along with the Dirichlet boundary conditions

\begin{equation}
\vec{u} = \vec{g} = \begin{cases}
\vec{g}_1 & \text{on } \Gamma_1 \\
\vec{g}_2 & \text{on } \Gamma_3 \\
\vec{0} & \text{on } \Gamma_2 \cup \Gamma_4,
\end{cases} \quad (1.3)
\end{equation}

where $\vec{f}$ is the given body force. In (1.1), $\nu$ denotes the inverse of the Reynolds number whenever the variables are appropriately nondimensionalized. The vectors $\vec{g}_1$ and $\vec{g}_2$ are the given velocities at the inflow $\Gamma_1$ and outflow $\Gamma_3$ of the channel, respectively. Along the bottom, $\Gamma_4$, and the top, $\Gamma_2$, of the channel the velocity vanishes. The function $\vec{g}$ must satisfy the compatibility condition

\begin{equation}
\int_{\Gamma} \vec{g} \cdot \vec{n} \, ds = 0, \quad (1.4)
\end{equation}

where $\vec{n}$ is the unit normal vector along the surface $\Gamma$.

If some other types of boundary conditions, e.g., natural boundary conditions or outflow boundary conditions, are specified along the left or right or bottom boundaries, the results given in this paper are formally valid but some technical details in the analysis should be carefully revised. The set $\Gamma_\alpha = \{ \vec{x} = (x, z) \in \mathbb{R}^2 \mid x \in (a, b), z = \alpha(x) \} \subset \Gamma_2$ is the shape which is to be determined through the optimization process. In the rest of the paper, we shall denote the interval $(a, b)$ by $I$ and the domain $\Omega$ by $\Omega(\alpha)$.

There is a substantial literature discussing the set of all possible shapes. Clearly, the function $\alpha$ must belong to $C^{0,1}(I)$ in order to be regular enough to suppress excessive oscillations; see, e.g., [29]. However, $\alpha \in C^{0,1}(I)$ may not be sufficient to enable one to explicitly derive a first-order necessary condition. Thus, here, the set of all admissible controls $\alpha$ is restricted to more regular shapes, namely, to belong to $C^{1,1}(I)$. In order to have a regular flow which is shape differentiable, we need a domain with piecewise $C^{1,1}$ boundary and convex corners.
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Figure 1. The flow domain $\Omega(\alpha)$ and its boundary; $\Gamma_\alpha$ denotes the part of the boundary whose shape is to be determined by the optimization process.

Furthermore, there are some practical constraints that may be taken into account; for example, the first derivative at the points $x = a$ and $x = b$ should be specified so that $\Gamma_\alpha$ is connected smoothly to the rest of the boundary.

Specifically, we define a set of allowable shapes in the following way. Let $c_0$, $d_0$, $c_2$, and $d_2$ be positive constants and $z_1$ and $z_2$ be the location of the controlled surface $\Gamma_\alpha$ at $x = a$ and $x = b$, respectively. Then, the set

$$\{\alpha(x) \in C^1(I) \mid c_i \leq \alpha^{(i)} \leq d_i \text{ for } i = 0, 2, \quad \alpha(a) = z_1, \quad \alpha(b) = z_2, \quad \text{and } \alpha^{(1)}(a) = \alpha^{(1)}(b) = 0\}$$

may be a suitable set of allowable shapes, where $\alpha^{(i)}$ denotes the $i$th derivative of $\alpha$. We have fixed the values of the first derivatives at $x = a$ and $x = b$ to be zero but they can be adjusted if the boundary segments $\Gamma_2 \setminus \Gamma_\alpha$ are not horizontal when they meet $\Gamma_\alpha$.

In order to enforce the regularity of the boundary, we take $\alpha$ to be the solution of the Poisson equation

$$\frac{d^2 \alpha}{dx^2} = q \quad \text{on} \quad I, \quad \alpha(a) = z_1, \quad \text{and} \quad \alpha(b) = z_2,$$

(1.5)

where $c_2 \leq q \leq d_2$ for all $x \in I$ is an unknown function. The other boundary conditions on $\alpha$, i.e., $\alpha'(a) = \alpha'(b) = 0$, impose constraints on allowable functions $q$. In fact, if $\alpha$ and $q$ are related by (1.5), then $\alpha'(a) = \alpha'(b) = 0$ if and only if

$$\int_a^b q(x) \, dx = 0 \quad \text{and} \quad \int_a^b \int_a^x q(\xi) \, d\xi \, dx = z_2 - z_1.$$

(1.6)

Since $q$ is bounded, we have that $\alpha \in C^1(I)$ and $\Gamma$ is piecewise $C^{1,1}$ with convex corners. We note that the lower bound for $\alpha$, i.e., $\alpha(x) \geq c_0 \forall x \in I$, is necessary to avoid the intersection of $\Gamma_2$ and $\Gamma_4$ (see Fig. 1) and that the second derivative bounds are necessary to assure that the curvature on $\Gamma_\alpha$ can be computed.

One could examine several practical objective functionals for determining the shape of the boundary, e.g., the reduction of the drag due to viscosity or the identification of the velocity at a fixed vertical slit downstream. To fix ideas, we focus on the minimization of the cost functional, or, in the terminology of shape optimization,
the design performance function,
\[ J(\tilde{u}, q, \alpha) = 2\nu \int_{\Omega}(\alpha) D(\tilde{u}) : D(\tilde{u}) \, d\tilde{x} + \frac{\beta}{2} \int_{I} q^2 \, dx, \]
where \( \tilde{u} \) is the velocity field defined on \( \Omega(\alpha) \), \( D(\tilde{u}) = \frac{1}{2}(\nabla \tilde{u} + (\nabla \tilde{u})^T) \) is the deformation tensor for the flow \( \tilde{u} \), and \( \beta \) is a nonnegative constant. For \( \beta = 0 \), the functional (1.7) represents the rate of energy dissipation due to deformation and physically, except for an additive constant, can be identified with the viscous drag of the flow. We note that for a solenoidal flow field \( \tilde{u} \), we have \( 2D(\tilde{u}) : D(\tilde{u}) = \nabla \tilde{u} : \nabla \tilde{u} \).

Formally speaking, the control problem we consider is to find \( \tilde{u}, \alpha, \) and \( q \) such that the functional (1.7) is minimized subject to the Navier-Stokes system (1.1)–(1.3) and the relations (1.5) and (1.6) being satisfied.

The plan of the rest of the paper is as follows. In the rest of this section, we introduce some notation and consider the associated boundary value problem for which the domain is given. In the next section, we give a precise description of the model optimization problem and then state and prove some results concerning the existence of optimal solutions. In Section 4, we use the Lagrange multiplier method to obtain similar results; although the derivations of this section are not as direct, it does not require that the “uniqueness condition” holds.

### 1.2. Notations

In this paper, depending on the context, \( C \) and \( K \) denote generic constants whose values also depend on context. We denote by \( H^s(\Omega) \), \( s \in \mathbb{R} \), the standard Sobolev space of order \( s \) with respect to the set \( \Omega \), which is either the flow domain \( \Omega \), or its boundary \( \Gamma \), or part of its boundary. Whenever \( m \) is a nonnegative integer, the inner product over \( H^m(\Omega) \) is denoted by \( (f, g)_m \) and \( (f, g) \) denotes the inner product over \( H^0(\Omega) = L^2(\Omega) \).

In Section 3, a first-order necessary condition is found through a direct sensitivity analysis and the adjoint equation method is used to compute the shape gradient for the model problem; the derivations of this section assume that the standard condition guaranteeing the uniqueness of solutions of the stationary Navier-Stokes system holds. In Section 4, we use the Lagrange multiplier method to obtain similar results; although the derivations of this section are not as direct, it does not require that the “uniqueness condition” holds.

For vector-valued functions and spaces, we use boldface notation. For example, \( H^s(\Omega) = [H^s(\Omega)]^n \) denotes the space of \( \mathbb{R}^n \)-valued functions such that each component belongs to \( H^s(\Omega) \). Of special interest is the space

\[ H^1(\Omega) = \left\{ \vec{v} \in L^2(\Omega) \mid \frac{\partial \vec{v}}{\partial x_k} \in L^2(\Omega) \text{ for } j, k = 1, 2 \right\} \]

equipped with the norm \( \| \vec{v} \|_1 = (\sum_{k=1}^2 \| v_k \|_1^2)^{1/2} \). We define the space

\[ \mathbf{V}(\Omega) = \{ \vec{a} \in H^1(\Omega) \mid \nabla \cdot \vec{a} = 0 \} \]

and the space of infinite differentiable solenoidal functions by

\[ \mathbf{V}(\Omega) = \{ \vec{a} \in C_0^\infty(\bar{\Omega}) \mid \nabla \cdot \vec{a} = 0 \} . \]

For \( \Gamma_s \subset \Gamma \) with nonzero measure, we also consider the subspace

\[ H^1_{\Gamma_s}(\Omega) = \{ \vec{v} \in H^1(\Omega) \mid \vec{v} = \vec{0} \text{ on } \Gamma_s \} . \]
Also, we write $H_0^1(\Omega) = H^1_0(\Omega)$. For any $\vec{v} \in H^1(\Omega)$, we write $\|\nabla \vec{v}\|$ for the seminorm. Let $(H^1_0)^*$ denote the dual space of $H^1_0$. Note that $(H^1_0)^*$ is a subspace of $H^{-1}(\Omega)$, where the latter is the dual space of $H^1_0(\Omega)$. The duality pairing between $H^{-1}(\Omega)$ and $H^1_0(\Omega)$ is denoted by $\langle \cdot, \cdot \rangle$.

Let $\vec{g}$ be an element of $H^{1/2}(\Gamma)$. It is well known that $H^{1/2}(\Gamma)$ is a Hilbert space with norm

$$\|\vec{g}\|_{1/2, \Gamma} = \inf_{\vec{v} \in H^1(\Omega), \gamma_{\Gamma} \vec{v} = \vec{g}} \|\vec{v}\|_1,$$

where $\gamma_{\Gamma}$ denotes the trace mapping $\gamma_{\Gamma} : H^1(\Omega) \to H^{1/2}(\Gamma)$. We let $(H^{1/2}(\Gamma))^*$ denote the dual space of $H^{1/2}(\Gamma)$ and $\langle \cdot, \cdot \rangle_{\Gamma}$ denote the duality pairing between $(H^{1/2}(\Gamma))^*$ and $H^{1/2}(\Gamma)$. From the definition of the dual norm, we have

$$\|\vec{s}\|_{-1/2, \Gamma} = \sup_{\vec{g} \in H^{1/2}(\Gamma), \vec{g} \neq \vec{0}} \frac{\langle \vec{s}, \vec{g} \rangle_{\Gamma}}{\|\vec{g}\|_{1/2}}.$$

It is shown in [20] that

$$\|\vec{s}\|_{-1/2, \Gamma} = \sup_{\vec{v} \in H^1(\Omega), \vec{v} \neq \vec{0}} \frac{\langle \vec{s}, \gamma_{\Gamma} \vec{v} \rangle_{\Gamma}}{\|\vec{v}\|_1}$$

provides an alternative and equivalent definition for the dual norm $\|\cdot\|_{-1/2}$. Let $\Gamma_s$ be a smooth subset of $\Gamma$. Then, the trace mapping $\gamma_{\Gamma_s} : H^1(\Omega) \to H^{1/2}(\Gamma_s)$ is well defined and $H^{1/2}(\Gamma_s) = \gamma_{\Gamma_s}(H^1(\Omega))$.

Since the pressure is only determined up to an additive constant by the Navier-Stokes system with velocity boundary conditions, we define the space of square integrable function having zero mean over $\Omega$ as

$$L^2_0(\Omega) = \{ p \in L^2(\Omega) \mid \int_\Omega p \, dx = 0 \}. $$

In order to define a weak form of the Navier-Stokes equations, we introduce the continuous bilinear forms

$$a(\vec{u}, \vec{v}) = 2\nu \sum_{i,j=1}^2 \int_\Omega D(\vec{u}) : D(\vec{v}) \, dx \quad \forall \vec{u}, \vec{v} \in H^1(\Omega) \tag{1.8}$$

and

$$b(\vec{v}, q) = -\int_\Omega q \nabla \cdot \vec{v} \, dx \quad \forall q \in L^2_0(\Omega), \quad \forall \vec{v} \in H^1(\Omega) \tag{1.9}$$

and the trilinear form

$$c(\vec{u}; \vec{u}, \vec{v}) = \int_\Omega \vec{u} \cdot \nabla \vec{u} \cdot \vec{v} \, dx = \sum_{i,j=1}^2 \int_\Omega w_j \left( \frac{\partial u_i}{\partial x_j} \right) v_i \, dx \quad \forall \vec{u}, \vec{v}, \vec{w} \in H^1(\Omega). \tag{1.10}$$

Obviously, $a(\cdot, \cdot)$ is a continuous bilinear form on $H^1(\Omega) \times H^1(\Omega)$ and $b(\cdot, \cdot)$ is a continuous bilinear form on $H^1(\Omega) \times L^2_0(\Omega)$; also $c(\cdot, \cdot, \cdot)$ is a continuous trilinear form on $H^1(\Omega) \times H^1(\Omega) \times H^1(\Omega)$ which can be verified by the Sobolev embedding of $H^1(\Omega) \subset L^4(\Omega)$ and Holder’s inequality. We also have the coercivity property

$$a(\vec{v}, \vec{v}) \geq C\|\vec{v}\|_1^2 \quad \forall \vec{v} \in H^1_0(\Omega)$$

whenever $\Gamma_s \subset \Gamma$ has positive measure and the inf-sup condition

$$\inf_{p \in L^2_0(\Omega)} \sup_{\vec{v} \in H^1_0} \frac{b(\vec{v}, p)}{\|\vec{v}\|_1 \|p\|} \geq K.$$
For details concerning the function spaces we have introduced, one may consult [2, 5, 37, 38] and for details about the bilinear and trilinear forms and their properties, one may consult [10, 15, 37].

Before continuing, we recall some notations and results about domains that will be of use in the sequel. We say that a domain $\Omega$ has a cusp at $x \in \Gamma$ if no affine image in $\overline{\Omega}$ of a finite cone has a vertex at $x$. If $\Omega$ is a Lipschitz continuous domain, the possibility of there being a cusp is excluded and therefore the domain $\Omega$ has the uniform extension property as the uniform Lipschitz sets are the open sets satisfying the cone property; see [9]. We recall the following extension theorem (Calderon’s extension theorem); see [2].

**Theorem 1.1.** For every uniform Lipschitz domain $\Omega \subset \mathbb{R}^2$ and positive integer $m$, there exists a linear continuous extension operator

$$E : H^m(\Omega) \to H^m(\mathbb{R}^2)$$

such that for every $\tilde{u} \in H^m(\Omega)$ we have $\|E\tilde{u}\|_m \leq C\|\tilde{u}\|_m$, where the positive constant $C$ depends only on the cone imbedded in $\Omega$.

We recall also that a solenoidal extension to $\mathbb{R}^2$ of a solenoidal function defined in $\Omega$ can be found as described in [7]. In the rest of the paper, whenever it is not confusing, we denote the function and its extension by the same symbol. Since the function $\tilde{u}$ defines $\Gamma$, we write the corresponding domain and boundary as $\Omega(\alpha)$ and $\Gamma(\alpha)$ respectively. A useful result which shall be used in the existence theorem is as follows; see [14].

**Theorem 1.2.** Let $\Omega(\alpha_m)$ be a sequence having the cone property and that converges to $\Omega(\alpha)$. Let $\tilde{u}_m \in H^1(\Omega(\alpha_m))$ be a sequence converging to $\tilde{u} \in H^1(\Omega(\alpha))$. Assume that $(\cdot)$ is continuous, nonnegative, and convex for $s \in \mathbb{R}$. Then, we have that

$$\int_{\Omega(\alpha)} \phi(\nabla \tilde{u}) \, d\tilde{\varphi} \leq \liminf_{m \to \infty} \int_{\Omega(\alpha_m)} \phi(\nabla \tilde{u}_m) \, d\tilde{\varphi}. \quad (1.11)$$

**1.3. The associated boundary value problem**

We consider the formulation of the direct problem for the Navier-Stokes system (1.1)–(1.3) for which the boundary and all the data functions are known. Let $\Gamma(\alpha)$ be the boundary which includes the segment $\Gamma(\alpha)$ (see Fig. 1) defined for a given $\alpha \in H^2(\Gamma)$. Given $\alpha$, we can compute $q$ by using (1.5).

A weak formulation of the Navier-Stokes system is given as follows:

- given $\tilde{f} \in H^{-1}(\Omega(\alpha))$ and $\tilde{g} \in H^{1/2}(\Gamma(\alpha))$, find $(\tilde{u}, p) \in H^1(\Omega(\alpha)) \times L^2(\Omega(\alpha))$ satisfying

$$\begin{cases}
  a(\tilde{u}, \tilde{v}) + c(\tilde{u}, \tilde{u}, \tilde{v}) + b(\tilde{u}, p) = \langle \tilde{f}, \tilde{v} \rangle & \forall \tilde{v} \in H^1_0(\Omega(\alpha)) \\
  b(\tilde{u}, q) = 0 & \forall q \in L^2(\Omega(\alpha)) \\
  \langle \tilde{u}, \tilde{s} \rangle_{\Gamma(\alpha)} = \langle \tilde{g}, \tilde{s} \rangle_{\Gamma(\alpha)} & \forall \tilde{s} \in H^{-1/2}(\Gamma(\alpha)).
\end{cases} \quad (1.12)$$

Existence and uniqueness results for solutions of the system (1.12) are contained in the following theorem; see, e.g., [37].

**Theorem 1.3.** Let $\Omega(\alpha)$ be an open, bounded set of $\mathbb{R}^2$ with Lipschitz-continuous boundary $\Gamma(\alpha)$. Let $\tilde{f} \in H^{-1}(\Omega(\alpha))$ and $\tilde{g} \in H^{1/2}(\Gamma(\alpha))$ and let $\tilde{g}$ satisfy the compatibility condition (1.4). Then,

(i) there exists at least one solution $(\tilde{u}, p) \in H^1(\Omega(\alpha)) \times L^2(\Omega(\alpha))$ of (1.12); (ii) the set of velocity fields that are solutions of (1.12) is closed in $H^1(\Omega(\alpha))$ and is compact in $L^2(\Omega(\alpha))$; and

(iii) if

$$\nu > \nu_0(\Omega(\alpha), \tilde{f}, \tilde{g}) \quad (1.13)$$
for some positive \( \nu_0 \) whose value is determined by the given data, then the set of solutions of (1.12) consists of a single element.

Note that solutions of (1.12) exists for any value of the Reynolds number. However, (iii) implies that uniqueness can be guaranteed only for “large enough” values of \( \nu \) or for “small enough” data \( \bar{f} \) and \( \bar{g} \).

In order to write the first-order necessary condition that optimal solutions must satisfy, we shall need additional regularity for solutions of (1.12). To achieve the needed smoothness, we have to assume that the data of the problem is smoother than that assumed in the hypotheses of Theorem 1.3. In that case, we have the following results; see [15,33,37,38].

Theorem 1.4. Let the hypotheses of Theorem 1.3 hold. Let \( \Gamma(\alpha) \) be piecewise \( C^{1,1} \) with convex corners, \( \bar{g} \in H^{1/2}(\Gamma(\alpha)) \), and \( \bar{f} \in L^2(\Omega(\alpha)) \). Let \((\bar{u},p)\) denote a solution of (1.12). Then,

(i) \((\bar{u},p)\in H^2(\Omega(\alpha)) \times H^1(\Omega(\alpha)) \cap L_0^2(\Omega(\alpha))\) and

(ii) the set of solutions of (1.12) is closed in \( H^2(\Omega(\alpha)) \) and compact in \( H^1(\Omega(\alpha)) \).

2. THE MODEL SHAPE CONTROL PROBLEM AND EXISTENCE OF SOLUTIONS

In this section we give a precise formulation of the shape control problem we consider and prove the existence of optimal solutions.

2.1. Formulation of the optimal shape control problem

We now formulate the model of the optimal shape control problem. We define the closed convex set

\[
Q_{ad} = \{ \alpha \in H^2(I) \mid 0 < c_0 \leq \alpha \leq d_0 \quad \alpha(a) = z_1, \alpha(b) = z_2, \text{and} \quad \alpha'(a) = \alpha'(b) = 0 \}
\]

and introduce the variable \( q \) belonging to the set

\[
B_{ad} = \{ q \in L^2(I) \mid c_2 \leq q \leq d_2 \text{ almost everywhere} \}
\]

defined by

\[
\int_I q v \, dx = \int_I \frac{q^2 \alpha}{d x^2} v \, dx \quad \forall v \in L^2(I)
\]  

(2.1)

The constants \( c_2 \) and \( d_2 \) are such that the set \( Q_{ad} \) is not empty. From the Sobolev imbedding theorem, we have that \( H^2(I) \subset C^1(I) \subset C^{0,1}(I) \) and therefore, if \( \alpha \in Q_{ad} \) and \( q \in B_{ad} \), then \( \alpha \in C^{1,1} \) at least.

The optimal shape control problem can then be stated in the following way:

Given \( \bar{f} \in L^2(\Omega(\alpha)) \) and \( \bar{g} \in H^{1/2}(\Gamma(\alpha)) \) satisfying the compatibility condition (1.4), find \((\bar{u},\bar{p},\bar{q},\bar{\alpha})\) such that

\[
\mathcal{J}(\bar{u},\bar{q},\bar{\alpha}) \leq \mathcal{J}(\bar{u},q,\alpha)
\]

(2.2)

for all \((\bar{u},p,q,\alpha)\in H^2(\Omega(\alpha)) \times H^1(\Omega(\alpha)) \cap L^2_0(\Omega(\alpha)) \times B_{ad} \times Q_{ad} \) satisfying (1.12) and (2.1).

The extended domain \( \hat{\Omega} \) is defined to be the rectangle \([0,1] \times [0, d_0] \). We also assume that \( \bar{f} \) is defined over the extended domain \( \hat{\Omega} \) and write \( \bar{f}(\Omega(\alpha)) \) to denote its restriction to \( \Omega(\alpha) \).

The admissible set of states and controls is given by

\[
A_{ad} = \{ (\bar{u},p,q,\alpha) \in H^2(\Omega(\alpha)) \cap V(\Omega(\alpha)) \times H^1(\Omega(\alpha)) \cap L^2_0(\Omega(\alpha)) \times B_{ad} \times Q_{ad} \}
\]

such that \( \mathcal{J}(\bar{u},q,\alpha) < \infty \) and \((\bar{u},p,q,\alpha) \) satisfies (1.12) and (2.1).
2.2. Existence of optimal solutions

We now turn to the question of the existence of optimal solutions for the problem in (2.2).

**Theorem 2.1.** There exists at least one optimal solution \((\tilde{u}, p, q, \alpha) \in \mathcal{A}_ad\) of the optimal shape control problem (2.2).

*Proof.* The proof follows from standard techniques (see, e.g., [6] or [20]) and here we sketch the main idea. First, we prove that there exists a solution \((\tilde{u}, p, q, \alpha)\) of the optimal control problem in \(H^1(\Omega(\alpha)) \times L^2_0(\Omega(\alpha)) \times \mathcal{B}_{ad} \times \mathcal{Q}_{ad}\) and then from the fact that the boundary is piecewise \(C^{1,1}\) with convex corners, we conclude that this solution is in \(H^2(\Omega(\alpha)) \cap V(\Omega(\alpha)) \times H^1(\Omega(\alpha)) \cap L^2_0(\Omega(\alpha)) \times \mathcal{B}_{ad} \times \mathcal{Q}_{ad}\).

Let \(\hat{\Omega}\) be the extended domain (in our case for example \(\hat{\Omega} = \{(x, z) \in \mathbb{R}^2 : 0 \leq x \leq 1, 0 \leq z \leq d_0\}\)). On \(\hat{\Omega} - \Omega(\alpha)\), we can extend the velocity and the pressure fields according to Theorem 1.1 and denote them by \(\tilde{u}\) and \(\tilde{p}\), respectively. Also, on \(\hat{\Omega} - \Omega(\alpha)\) we define the extended body force \(\tilde{f}\) by substituting the extended fields into the Navier-Stokes equations. We fix the test functions \(\tilde{v}\) in \(H^1_{ad}(\hat{\Omega})\) so that they are independent of boundary variations.

Consider the following procedure to construct the extension \((\tilde{u}, \tilde{p}, \tilde{f})\) of \((\bar{u}, \bar{p}, \bar{f})\). Given \(\Omega(\alpha)\) and \((\bar{u}, \bar{p}, \bar{f})\) we set \(\tilde{u} = \bar{u}\) and \(\tilde{p} = \bar{p}\) over \(\Omega(\alpha)\) and zero over \(\hat{\Omega} - \Omega(\alpha)\). By using \((\tilde{u}, \tilde{p})\) and the Navier-Stokes operator we compute \(\tilde{f}\) over the extended domain. Now \((\tilde{u}, \tilde{p}, \tilde{f})\) satisfies the Navier-Stokes system over a fixed domain.

With this setting, the \((\tilde{u}, \tilde{p})\) satisfies (1.12) on \(\hat{\Omega}\) for all admissible \(\alpha\). The domain \(\Omega(\alpha)\) lies inside the extended domain and therefore if the test functions \(\tilde{v} \in H^1_{ad}(\hat{\Omega}) \cap H^1(\Omega(\alpha))\) are used, then, over \(\Omega(\alpha)\), \((\tilde{u}, \tilde{p})\) satisfies

\[
\begin{align*}
  a(\tilde{u}, \tilde{v}) + c(\tilde{u}; \tilde{u}, \tilde{v}) + b(\tilde{u}, \bar{p}) - (\tilde{f}, \tilde{v})_{\Gamma_2} &= (\tilde{f}, \tilde{v}) \quad \forall \tilde{v} \in H^1_{ad}(\hat{\Omega}) \cap H^1(\Omega(\alpha)) \\
  b(\tilde{u}, \tilde{q}) &= 0 \quad \forall \tilde{q} \in L^2_0(\Omega(\alpha)) \cap L^2(\hat{\Omega}) \\
  (\tilde{u}, \tilde{s})_{\Gamma(\alpha)} &= (\tilde{g}, \tilde{s})_{\Gamma(\alpha)} \quad \forall \tilde{s} \in H^{-1/2}(\Gamma(\alpha)),
\end{align*}
\]

(2.3)

where \(\tilde{r}\) is defined by

\[
\tilde{r} = -\tilde{p} \bar{n} + 2 \nu D(\tilde{u}) \cdot \bar{n} \quad \text{on} \quad \Gamma_2,
\]

with \(\bar{n}\) the unit vector normal to the curve \(\Gamma_2\). It is clear that when \(\tilde{f}\) is known over \(\hat{\Omega}\) then \(\tilde{r}\) is known and vice versa.

Since the set of admissible solutions \(\mathcal{A}_{ad}\) is not empty and the set of the values assumed by the functional is bounded from below, there exists a minimizing sequence \((q_m, \alpha_m)\) in \(\mathcal{B}_{ad} \times \mathcal{Q}_{ad}\) and a corresponding sequence of solutions over the extended domain \((\tilde{u}_m, \tilde{p}_m, \tilde{f}_m) \in H^1(\hat{\Omega}) \times L^2_0(\hat{\Omega}) \times H^{-1/2}(\Gamma_2)\) which are uniformly bounded. Using a standard argument, we can extract subsequences \((\tilde{u}_n, \tilde{p}_n, \tilde{l}_n, q_n, \alpha_n)\) such that, for some \((\tilde{u}, \tilde{p}, \tilde{l}, q, \alpha) \in H^1(\hat{\Omega}) \times L^2_0(\hat{\Omega}) \times H^{-1/2}(\Gamma_2) \times L^2(I) \times H^2(I)\), we have

\[
\begin{align*}
  \tilde{u}_n &\to \tilde{u} \quad \text{weakly in} \quad H^1(\hat{\Omega}) \\
  \tilde{u}_n &\to \tilde{u} \quad \text{strongly in} \quad L^2(\hat{\Omega}) \\
  \gamma_{\Gamma(\alpha)} \tilde{u}_n &\to \gamma_{\Gamma(\alpha)} \tilde{u} \quad \text{weakly in} \quad H^{1/2}(\Gamma(\alpha)) \\
  \gamma_{\Gamma(\alpha)} \tilde{u}_n &\to \gamma_{\Gamma(\alpha)} \tilde{u} \quad \text{strongly in} \quad L^2(\Gamma(\alpha)) \\
  \tilde{p}_n &\to \tilde{p} \quad \text{weakly in} \quad L^2(\hat{\Omega}) \\
  \tilde{l}_n &\to \tilde{l} \quad \text{weakly in} \quad H^{-1/2}(\Gamma_2) \\
  q_n &\to q \quad \text{weakly in} \quad L^2(I),
\end{align*}
\]
where the strong convergence results follow from the Sobolev imbedding theorem. The limit \((\tilde{u}, \tilde{p}, \tilde{r}, q, \alpha)\) belongs to \(H^1(\tilde{\Omega}) \times L^2(\tilde{\Omega}) \times H^{-1/2}(\Gamma_2) \times B_{ad} \times Q_{ad}\) since the sets \(B_{ad}\) and \(Q_{ad}\) are convex and closed. We recall that every closed convex set is weakly closed (see [31]).

Now we wish to show that the restriction of \((\tilde{u}, \tilde{p}, \tilde{r}, q, \alpha) \in H^1(\tilde{\Omega}) \times L^2(\tilde{\Omega}) \times H^{-1/2}(\Gamma_2) \times B_{ad} \times Q_{ad}\) to \(\Omega(\alpha)\) is a solution of (2.2). It is enough to prove this for all the test functions \(\tilde{v} \in V(\tilde{\Omega})\) and then we claim the result for all \(\tilde{v} \in H^1(\tilde{\Omega})\) by a continuity argument. It is possible to show that the limit satisfies (2.3) simply by extending the integral to \(\tilde{\Omega}\) and by applying standard Navier-Stokes results for fixed boundaries [1, 22, 37]. For example for the first term (recalling that \(\tilde{u}_n\) vanishes on \(\tilde{\Omega} - \Omega(\alpha_n)\) and applying the above convergence results) we have

\[
\lim_{n \to \infty} \int_{\Omega(\alpha_n)} D(\tilde{u}_n) : D(\tilde{v}) \, d\tilde{x} = \lim_{n \to \infty} \int_{\tilde{\Omega}} D(\tilde{u}_n) : D(\tilde{v}) \, d\tilde{x} = \int_{\Omega(\alpha)} D(\tilde{u}) : D(\tilde{v}) \, d\tilde{x},
\]

for all \(\tilde{v} \in V(\tilde{\Omega})\). The nonlinear term does not present problems since, once we are in the extended domain, the limit is assured by standard arguments on fixed domains [1, 37] if \(\tilde{u}_n\) converges weakly in \(H^1(\tilde{\Omega})\) and strongly in \(L^2(\tilde{\Omega})\).

The formulation in (1.12) and in (2.3) are equivalent when the test functions are taken in \(2C\). For example, in our specific case, if \(\tilde{\Omega}\) has convex corners, we can apply the regularity results for the Stokes flow in [17, 33] and conclude that \(\tilde{u}\) is a solution of (2.2). It is enough to prove this for all the test functions \(\tilde{v}\) such that \(\tilde{V} = (0, \delta_\alpha(x)/\alpha(x))\) in \(\mathbb{R}^2\). We can generate a family of boundary parameterized by \(t\) as

\[
\Gamma_{\alpha + ts_\alpha} = \{ \tilde{x}_\alpha + t \tilde{V}(\tilde{x}_\alpha) \mid \tilde{x}_\alpha \in \Gamma_\alpha \}
\]

for all \(t \in [0, 1]\). Let \(K(\alpha)\) be a functional on the domain \(\Omega(\alpha)\). We say that \(K(\alpha) : C_{ad} \to \mathbb{R}\) is Gateaux-differentiable at \(\alpha\) in the direction \(\delta_\alpha\) if there is a real number \(K' = (DK/\partial\alpha)\delta_\alpha\) such that

\[
\lim_{t \to 0^+} \frac{|K(\Omega(\alpha_t)) - K(\Omega(\alpha)) - tK'|}{t} = 0.
\]

In a similar way, when \(Y\) is a Banach Space, the map \(\tilde{u}(\alpha) : C_{ad} \to Y\) is said to be Gateaux-differentiable at \(\alpha\) in the direction \(\delta_\alpha\) if there exists a function \(\tilde{u}'(\alpha) \in Y(\Omega(\alpha))\) such that

\[
\lim_{t \to 0^+} \frac{\|\tilde{u}(\Omega(\alpha_t)) - \tilde{u}(\Omega(\alpha)) - t\tilde{u}'(\Omega(\alpha))\|_{\Omega(\alpha)}}{t} = 0.
\]
Before proving differentiability, we need the following lemma [35].

**Lemma 3.1.** Given \( \alpha, \tilde{\alpha} \) in \( C_{ad} (\delta \alpha = \tilde{\alpha} - \alpha) \), \( \tilde{y}_1 \in W^{1,1}(\mathbb{R}^2) \) and \( \tilde{y}_2 \in W^{2,1}(\mathbb{R}^2) \). Let

\[
K_{\Omega(\alpha)} = \int_{\Omega(\alpha)} \tilde{y}_1(x) \, dx \quad \text{and} \quad K_{\Gamma(\alpha)} = \int_{\Gamma(\alpha)} \tilde{y}_2(s) \, ds.
\]

Then,

\[
\frac{DK_{\Omega}}{D\alpha} \cdot \delta \alpha = \int_{\Omega(\alpha)} \nabla \cdot (V \tilde{y}_1(x)) \, dx = \int_{\Gamma(\alpha)} \tilde{y}_1(s) (V \cdot \tilde{n}) \, ds \tag{3.4}
\]

\[
\frac{DK_{\Gamma}}{D\alpha} \cdot \delta \alpha = \int_{\Gamma(\alpha)} (\partial \tilde{y}_2 / \partial n + \kappa \tilde{y}_2(s)) (V \cdot \tilde{n}) \, ds, \tag{3.5}
\]

where \( V \) is the vector \((0, \delta \alpha)\) defined on \( \Gamma_\alpha \) and \( \kappa \) and \( \tilde{n} \) are the curvature and the unit vector normal to \( \Gamma_\alpha \), respectively.

This lemma has been stated in the context of our particular optimal control situation but a more general framework can be found in [30] and [35]. We remark that, in order to apply the above lemma, the functions \( \tilde{y}_1 \) and \( \tilde{y}_2 \) must be defined on \( \mathbb{R}^2 \) or extended outside \( \Omega(\alpha) \) and its gradient must be integrable. This allows the limit to be represented as a boundary integral over \( \Gamma_\alpha \). The requirement \( \tilde{y}_1 \in W^{1,1}(\mathbb{R}^2) \) implies a certain regularity for the solution of the Navier-Stokes system. If such a regularity is not present, we may extend the previous lemma to a function \( \tilde{y}_1 \in L^2(\mathbb{R}^2) \). In this case, the functional is weakly differentiable in \( H^{-2} \) [35], which may not imply regular solutions and its representation as a boundary integral on \( \Gamma_\alpha \).

### 3.2. Differentiability of candidate optimal solutions and the functional

We shall show that the optimal control solution must satisfy a first-order necessary condition which leads to a variational inequality. By studying this variational inequality, a possible candidate for the optimal control solution can be found. In order to obtain this result, we need to prove the differentiability of the functional, and before that, of functions satisfying the constraints.

**Theorem 3.2.** Let (1.13) hold so that (1.12) has a unique solution. Let \((\bar{u}, p, q, \alpha) \in A_{ad}\). The mapping \((\bar{u}, p) = (\bar{u}(\alpha), p(\alpha))\) has a Gateaux derivative \((\bar{u}', p') = (\frac{\partial \bar{u}}{\partial \alpha}, \frac{\partial p}{\partial \alpha})\) in every direction \( \delta \alpha = \tilde{\alpha} - \alpha \) for all \( \tilde{\alpha} \) in \( A_{ad} \). Furthermore, \((\bar{u}', p')\) is the solution of the problem

\[
\begin{aligned}
va(\bar{u}', \tilde{v}) + c(\bar{u}; \tilde{u}', \bar{v}) + c(\bar{u}' ; \bar{u}, \tilde{v}) + b(\bar{v}, p') &= 0 \quad \forall \tilde{v} \in H^1_0(\Omega(\alpha)) \\
b(\bar{u}', q) &= 0 \quad \forall q \in L^2(\Omega(\alpha)) \\
\int_{\Gamma(\alpha)} \tilde{s} \cdot (\bar{u}' + \frac{\partial \bar{u}}{\partial n} (V \cdot \tilde{n})) \, ds &= 0 \quad \forall \tilde{s} \in H^{-1/2}(\Gamma(\alpha)),
\end{aligned}
\tag{3.6}
\]

where the vector \( V \), defined by \((0, \delta \alpha)\) on \( \Gamma_\alpha \), vanishes on \( \Gamma(\alpha) - \Gamma_\alpha \). The unit vector \( \tilde{n} \) is the unit normal to the boundary \( \Gamma(\alpha) \).

**Proof.** Let \( \tilde{\Omega} \) be the extended domain (in our case \( \tilde{\Omega} \) may be \( \{ (x, z) \in \mathbb{R}^2 : 0 \leq x \leq 1, 0 \leq z \leq d_0 \} \)). On \( \tilde{\Omega} - \Omega(\alpha) \) we can extend the velocity and the pressure fields by the Calderon theorem and denote them by \( \tilde{u} \) and \( \tilde{p} \) respectively. We assume that the body force \( f \in L^2(\tilde{\Omega}) \) and the test functions \( \tilde{\bar{v}} \in H^1_0(\tilde{\Omega}) \) are defined over the extended domain so that they are independent of boundary variations.

Let \((\bar{u}, \bar{p}, q, \alpha) \) and \((\bar{u}_1, \bar{p}_1, q_1, \tilde{\alpha}) \) be given in \( A_{ad} \). We set \( \delta \alpha = \tilde{\alpha} - \alpha \) and \( \alpha_t = \alpha + t \delta \alpha \). The domain \( \Omega(\alpha) \) lies inside the extended domain and therefore, if the test functions \( \tilde{\bar{v}} \in H^1_0(\tilde{\Omega}) \cap H^1(\Omega(\alpha)) \) are used, then
(\tilde{u}, \tilde{\rho}, q, \alpha) \in \mathcal{A}_{ad} \text{ satisfies }

\begin{align}
\int_{\Omega(\alpha)} \left( -\nu \nabla^2 \tilde{u} + (\tilde{u} \cdot \nabla) \tilde{u} + \nabla \tilde{\rho} - \tilde{f} \right) \cdot \tilde{v} \, d\tilde{x} &= 0 \quad \forall \tilde{v} \in H^1_0(\tilde{\Omega}) \cap V(\Omega(\alpha)) \\
\int_{\Omega(\alpha)} \tilde{q} \nabla \cdot \tilde{u} \, d\tilde{x} &= 0 \quad \forall \tilde{q} \in L^2_0(\tilde{\Omega}) \cap L^2_0(\Omega(\alpha)) \\
\int_{\Gamma(\alpha)} (\tilde{u} - \tilde{g}) \cdot \tilde{s} \, ds &= 0 \quad \forall \tilde{s} \in H^{-1/2}(\Gamma(\alpha))
\end{align}

(3.7)

and \((\tilde{u}_t, \tilde{\rho}_t, q_t, \alpha_t) \in \mathcal{A}_{ad}\) is the solution of

\begin{align}
\int_{\Omega(\alpha)} \left( -\nu \nabla^2 \tilde{u}_t + (\tilde{u}_t \cdot \nabla) \tilde{u}_t + \nabla \tilde{\rho}_t - \tilde{f} \right) \cdot \tilde{v} \, d\tilde{x} &= 0 \quad \forall \tilde{v} \in H^1_0(\tilde{\Omega}) \cap V(\Omega(\alpha)) \\
\int_{\Omega(\alpha)} \tilde{q} \nabla \cdot \tilde{u}_t \, d\tilde{x} &= 0 \quad \forall \tilde{q} \in L^2_0(\tilde{\Omega}) \cap L^2_0(\Omega(\alpha)) \\
\int_{\Gamma(\alpha)} (\tilde{u}_t - \tilde{g}) \cdot \tilde{s} \, ds &= 0 \quad \forall \tilde{s} \in H^{-1/2}(\Gamma(\alpha))
\end{align}

(3.8)

with \(\tilde{f}\) the body force defined over \(\tilde{\Omega}\).

From the definition of Gateaux derivative we have to prove that

\[
\lim_{t \to 0^+} \left( \frac{\|\tilde{u}_t - \tilde{u} - t\tilde{u}'\|_{H^1(\Omega(\alpha))}}{t} \right) = 0 \quad \lim_{t \to 0^+} \left( \frac{\|\tilde{\rho}_t - \tilde{\rho} - t\tilde{\rho}'\|_{L^2(\Omega(\alpha))}}{t} \right) = 0,
\]

(3.9)

where \((\tilde{u}', \tilde{\rho}')\) satisfies

\begin{align}
\int_{\Omega(\alpha)} \left( -\nu \nabla^2 \tilde{u} + (\tilde{u} \cdot \nabla) \tilde{u} + \nabla \tilde{\rho} - \tilde{f} \right) \cdot \tilde{v} \, d\tilde{x} &+ \int_{\Gamma(\alpha)} (\tilde{V} \cdot \tilde{n}) \tilde{q} \nabla \cdot \tilde{u} \, ds = 0 \quad \forall \tilde{v} \in H^1_0(\tilde{\Omega}) \cap V(\Omega(\alpha)) \\
\int_{\Omega(\alpha)} \tilde{q} \nabla \cdot \tilde{u}_t \, d\tilde{x} + \int_{\Gamma(\alpha)} \partial_{\tilde{n}} (\tilde{V} \cdot \tilde{n}) \tilde{u}_t \, ds &= 0 \quad \forall \tilde{q} \in L^2_0(\tilde{\Omega}) \cap L^2_0(\Omega(\alpha))
\end{align}

(3.10)

It is clear that the formulation in (3.10) implies (3.6) when test functions vanishing at the boundary are used.

Now we write the equations for \(\tilde{u} = (\tilde{u}_t - \tilde{u} - t\tilde{u}')/t\) and \(\tilde{\rho} = (\tilde{\rho}_t - \tilde{\rho} - t\tilde{\rho}')/t\) and show that \((\tilde{u}, \tilde{\rho})\) satisfies the limit in (3.9). By subtracting the first equation in (3.10) and (3.7) from (3.8) we can write

\[
\int_{\Omega(\alpha)} \left( -\nu \nabla^2 \tilde{u}_t + (\tilde{u}_t \cdot \nabla) \tilde{u}_t + \nabla \tilde{\rho}_t - \tilde{f} \right) \cdot \tilde{v} \, d\tilde{x} - \int_{\Omega(\alpha)} \left( -\nu \nabla^2 \tilde{u} + (\tilde{u} \cdot \nabla) \tilde{u} + \nabla \tilde{\rho} - \tilde{f} \right) \cdot \tilde{v} \, d\tilde{x} - t \int_{\Omega(\alpha)} (\tilde{u} \cdot \nabla) \tilde{u} + (\tilde{\rho} \cdot \nabla) \tilde{u} \cdot \tilde{v} \, d\tilde{x} - t \int_{\Gamma(\alpha)} (\tilde{V} \cdot \tilde{n}) (\tilde{u} \cdot \nabla) \tilde{u} + (\tilde{\rho} \cdot \nabla) \tilde{u} \cdot \tilde{v} \, ds = 0.
\]
If we define \( \hat{w} = \hat{u}_t - \hat{u} \), \( \hat{z} = \hat{p}_t - \hat{p} \), and \( F_1(\hat{w}, \hat{v}) \) by

\[
F_1(\hat{w}, \hat{v}) = -\frac{1}{t} \int_{\Omega(\alpha)} \left( -\nu \nabla^2 \hat{u}_t + (\hat{u}_t \cdot \nabla) \hat{u}_t + \nabla \hat{p}_t - \hat{f} \right) \cdot \hat{v} \, dx + \frac{1}{t} \int_{\Omega(\alpha)} \left( - (\hat{w} \cdot \nabla) \hat{w} - \nu \nabla^2 \hat{u}_t + (\hat{u}_t \cdot \nabla) \hat{u}_t + \nabla \hat{p}_t - \hat{f} \right) \cdot \hat{v} \, dx + \int_{\Gamma_a} (\hat{V} \cdot \hat{n}) \left( -\nu \nabla^2 \hat{u} + (\hat{u} \cdot \nabla) \hat{u} + \nabla \hat{p} - \hat{f} \right) \cdot \hat{v} \, ds
\]

for all \( \hat{v} \in \mathbf{V}(\Omega(\alpha)) \cap \mathbf{H}^1_0(\hat{\Omega}) \), then we can write

\[
\int_{\Omega(\alpha)} \left( -\nu \nabla^2 \hat{u} + (\hat{u} \cdot \nabla) \hat{u} + (\hat{u} \hat{u} + \nabla \hat{p} - \hat{f} \right) \cdot \hat{v} \, dx = F_1(\hat{w}, \hat{v}). \tag{3.11}
\]

In a similar way, we have

\[
\int_{\Omega(\alpha)} \hat{q} \nabla \cdot \hat{u} \, dx = F_2(\hat{w}, \hat{q}) \quad \forall \hat{q} \in L^2_0(\hat{\Omega}) \cap L^2_0(\Omega(\alpha)) \tag{3.12}
\]

\[
\int_{\Gamma(\alpha)} \hat{v} \cdot \hat{s} \, ds = F_3(\hat{w}, \hat{s}) \quad \forall \hat{s} \in H^{1/2}(\Gamma(\alpha)) \tag{3.13}
\]

by defining

\[
F_2(\hat{w}, \hat{q}) = -\frac{1}{t} \left( \int_{\Omega(\alpha)} \hat{q} \nabla \cdot \hat{u}_t \, dx - \int_{\Omega(\alpha)} \hat{q} \nabla \cdot \hat{u}_t \, dx \right) + \int_{\Gamma_a} (\hat{V} \cdot \hat{n}) \hat{q} \nabla \cdot \hat{u} \, ds
\]

and

\[
F_3(\hat{w}, \hat{s}) = -\frac{1}{t} \left( \int_{\Gamma(\alpha)} \hat{u}_t - \hat{q} \cdot \hat{s} \, ds - \int_{\Gamma(\alpha)} \hat{u}_t - \hat{q} \cdot \hat{s} \, ds \right) + \int_{\Gamma_a} (\hat{V} \cdot \hat{n}) \frac{\partial \hat{u}}{\partial n} \cdot \hat{s} \, ds.
\]

Now, we use Lemma 3.1 to estimate \( F_1, F_2 \) and \( F_3 \). In fact, from Lemma 3.1, we have that for every \( \epsilon \geq 0 \) there exists a \( t_1 \) such that

\[
\left| \frac{1}{t} \int_{\Omega(\alpha)} \left( -\nu \nabla^2 \hat{u}_t + (\hat{u}_t \cdot \nabla) \hat{u}_t + \nabla \hat{p}_t - \hat{f} \right) \, dx - \frac{1}{t} \int_{\Omega(\alpha)} \left( -\nu \nabla^2 \hat{u}_t + (\hat{u}_t \cdot \nabla) \hat{u}_t + \nabla \hat{p}_t - \hat{f} \right) \, dx \right| \leq \epsilon \tag{3.14}
\]

for all \( t < t_1 \). Therefore, if \( t < t_1 \), we can write

\[
|F_1(\hat{w}, \hat{v})| \leq \epsilon + \int_{\Gamma_a} \hat{H}_1(\hat{w}) \cdot \hat{v} \, ds + \int_{\Omega(\alpha)} \hat{G}_1(\hat{w}) \cdot \hat{v} \, dx, \tag{3.15}
\]

where \( \hat{H}_1(\hat{w}) \) and \( \hat{G}_1(\hat{w}) \) are defined by

\[
\int_{\Omega(\alpha)} \hat{G}_1(\hat{w}) \cdot \hat{v} \, dx = \frac{1}{t} \int_{\Omega(\alpha)} \left( \hat{u}_t \cdot \nabla \hat{u}_t \right) \cdot \hat{v} \, dx
\]

and

\[
\int_{\Gamma_a} \hat{H}_1(\hat{w}) \cdot \hat{v} \, ds = \int_{\Gamma_a} (\hat{V} \cdot \hat{n}) \left( -\nu \nabla^2 \hat{w} + (\hat{w} \cdot \nabla) \hat{w} + (\hat{u} \cdot \nabla) \hat{w} + \nabla \hat{z} \right) \cdot \hat{v} \, ds
\]
for all $\hat{v} \in H_0^1(\tilde{\Omega}) \cap V(\Omega(\alpha))$. Furthermore, for every $\epsilon > 0$ there exists a $t_2$ such that for all $t < t_2$ we have

$$|F_2(\tilde{w}, \hat{v})| \leq \epsilon + \frac{1}{2} \left| \int_{\Gamma_\alpha} (\tilde{V} \cdot \hat{n}) \partial_t \tilde{w} \cdot \hat{v} \, d\tilde{x} \right| = \epsilon + \frac{1}{2} \left| \int_{\Gamma_\alpha} \tilde{G}_2(\tilde{w}) \partial_t \hat{v} \, d\tilde{x} \right| \quad (3.16)$$

$$|F_3(\tilde{w}, \hat{s})| \leq \epsilon + \frac{1}{2} \left| \int_{\Gamma_\alpha} (\tilde{V} \cdot \hat{n}) \frac{\partial \tilde{w}}{\partial n} \cdot \hat{s} \, ds \right| = \epsilon + \frac{1}{2} \left| \int_{\Gamma_\alpha} \tilde{H}_3(\tilde{w}) \cdot \hat{s} \, ds \right| \quad (3.17)$$

We note that the system (3.11)–(3.13) takes the form of a linearized Navier-Stokes system with the right-hand side terms given by $F_1$, $F_2$, and $F_3$. The norm of $\tilde{u}$ and $\tilde{p}$ can be evaluated by standard methods and bounded by the norm of the function $\tilde{G}_1$, $\tilde{H}_1$, $H_2$ and $\tilde{H}_3$. We recall that the standard techniques require the condition (1.13) be satisfied and therefore (1.12) has a unique solution [37].

By using the trace theorem, the properties of the trilinear form $c(\tilde{w}; \tilde{u}, \tilde{w})$, and standard arguments (see, e.g., [37]), the norms of $\tilde{G}_1$, $\tilde{H}_1$, $H_2$ and $\tilde{H}_3$ can be bounded by the norm of $\tilde{w}$ and $\tilde{z}$. We shall show that these functions and therefore also the norm of $\tilde{u}$ and $\tilde{p}$ vanish when $t$ tends to zero which proves the theorem.

Now we need to evaluate the norm $||\hat{\tilde{u}}||_{H^{1/2}(\Gamma(\alpha))}$, $||\nabla \hat{\tilde{w}}||$, $||\nabla \tilde{z}||$, and $||\nabla \tilde{w}||$ where the vector $\tilde{w} = \tilde{u}_t - \hat{u}_t$ and $\tilde{z} = \hat{p}_t - p$ are solutions of

$$\int_{\Omega(\alpha)} \left( -\nu \nabla^2 \tilde{w} + (\tilde{w} \cdot \nabla) \tilde{u} + (\tilde{u} \cdot \nabla) \tilde{w} + \nabla \tilde{z} \right) \cdot \hat{v} \, d\tilde{x} = F_4(\hat{u}_t, \hat{p}_t, \hat{v}) \quad \forall \hat{v} \in V(\Omega(\alpha)) \cap H_0^1(\tilde{\Omega}) \quad (3.18)$$

$$\int_{\Omega(\alpha)} \hat{q} \nabla \cdot \hat{v} \, d\tilde{x} = F_5(\hat{u}_t, \hat{p}_t, \hat{q}) \quad \forall \hat{q} \in L_0^2(\tilde{\Omega}) \cap L_0^2(\Omega(\alpha)) \quad (3.19)$$

$$\int_{\Gamma(\alpha)} \hat{w} \cdot \hat{s} \, ds = F_6(\hat{u}_t, \hat{p}_t, \hat{s}) \quad \forall \hat{s} \in H^{-1/2}(\Gamma(\alpha)) \quad (3.20)$$

where

$$F_4(\hat{u}_t, \hat{p}_t, \hat{v}) = -\int_{\Omega(\alpha)} \left( -\nu \nabla^2 \hat{u}_t + (\hat{u}_t \cdot \nabla) \hat{u}_t + \nabla \hat{p}_t - \tilde{f} \right) \cdot \hat{v} \, d\tilde{x}$$

$$+ \int_{\Omega(\alpha)} \left( - (\tilde{w} \cdot \nabla) \tilde{w} - \nu \nabla^2 \tilde{u}_t + (\hat{u}_t \cdot \nabla) \hat{u}_t + \nabla \hat{p}_t - \tilde{f} \right) \cdot \hat{v} \, d\tilde{x},$$

$$F_5(\hat{u}_t, \hat{p}_t, \hat{q}) = -\int_{\Omega(\alpha)} \hat{q} \nabla \cdot \hat{u}_t \, d\tilde{x} + \int_{\Omega(\alpha)} \hat{q} \nabla \cdot \hat{u}_t \, d\tilde{x},$$

and

$$F_6(\hat{u}_t, \hat{p}_t, \hat{s}) = -\int_{\Gamma(\alpha)} (\hat{u}_t - \tilde{g}) \cdot \hat{s} \, ds + \int_{\Gamma(\alpha)} (\hat{u}_t - \tilde{g}) \cdot \hat{s} \, ds.$$
Since $\epsilon$ is positive but arbitrarily small, the set (3.18)–(3.20) is a linearized version of the Navier-Stokes system with regular and arbitrarily small right-hand side. Again, if the condition (1.13) is satisfied (so that (1.12) has a unique solution), by using standard arguments [37], we find that for all $\delta > 0$ there is a $t_4$ such that, for all $t < t_4$, the norms of the solution $(\tilde{w}, \tilde{p})$ are bounded by $\delta$. From standard regularity results we can conclude that $\|\tilde{w}\|_{H^{1/2}}, \|\tilde{w}\|_2$, and $\|\tilde{p}\|_1$ can be bounded by arbitrarily small positive constants when $t$ tends to zero.

Under the hypotheses of the Theorem 3.2, we have the existence of the Gateaux derivative of the map $(\tilde{u}, p) = (\bar{u}(\alpha), p(\alpha))$. Clearly, the map $q = q(\alpha)$ from $Q_{ad}$ to $L^2(I)$ is differentiable at $\alpha \in Q_{ad}$ in the direction $\delta\alpha$ and its Gateaux derivative $q’ = Dq/D\alpha \cdot \delta\alpha$ satisfies the following equation

$$\int_I \nu q’ \, dx + \int_I \frac{dv}{dx} \frac{d\delta\alpha}{dx} \, dx = 0 \quad \forall v \in H_0^1(I). \tag{3.21}$$

Now, it is easy to show the differentiability of the functional $\mathcal{J}(\tilde{u}, q, \alpha)$.

**Theorem 3.3.** Let the hypotheses of the Theorem 3.2 hold. Let $(\bar{u}, p, q, \alpha) \in A_{ad}$ have Gateaux derivative $\bar{u}’ \in H^1(\Omega(\alpha))$ satisfying (3.6). Let $q’ \in L^2(I)$ satisfy (3.21). Then, the functional in (1.7) defines a mapping

$$\mathcal{J}(\bar{u}(\alpha), q(\alpha), \alpha) : Q_{ad} \rightarrow \mathbb{R}. \tag{3.22}$$

This mapping has a Gateaux derivative $\mathcal{J}’(\bar{u}, q, \alpha)$ in the direction $\delta\alpha = \alpha - \alpha$ for all admissible $\bar{u}$. Furthermore, we have

$$\mathcal{J}’(\bar{u}(\alpha), q(\alpha), \alpha) = \frac{D\mathcal{J}(\bar{u}, q, \alpha)}{D\alpha} \cdot \delta\alpha = 2\nu \int_{\Omega(\alpha)} \nabla \bar{u} \cdot \nabla \bar{u}’ \, dx + \nu \int_{\Gamma_\alpha} \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{u}}{\partial n} (\bar{V} \cdot \bar{n}) \, ds + \beta \int_I q’ \, dx, \tag{3.23}$$

where $\bar{V}$ is defined by (0, $\delta\alpha$) on $\Gamma_\alpha$ and $\bar{n}$ the unit vector normal to the boundary.

**Proof.** The results are a consequence of Theorem 3.2 and Lemma 3.1. Let $\alpha$ and $\bar{u}$ be given in $Q_{ad}$. We set $\delta\alpha = \alpha - \alpha$ and $\alpha_t = \alpha + t\delta\alpha$. We can write

$$\lim_{t \to 0} \frac{\nu}{t} \left( \int_{\Omega(\alpha_t)} \nabla \bar{u}_t \cdot \nabla \bar{u}_t \, dx - \int_{\Omega(\alpha)} \nabla \bar{u} \cdot \nabla \bar{u} \, dx \right) = \lim_{t \to 0} \frac{\nu}{t} \left( \int_{\Omega(\alpha_t)} \nabla \bar{u}_t \cdot \nabla \bar{u}_t \, dx - \int_{\Omega(\alpha)} \nabla \bar{u} \cdot \nabla \bar{u} \, dx \right)
+ \lim_{t \to 0} \frac{\nu}{t} \left( \int_{\Omega(\alpha_t)} \nabla \bar{u}_t \cdot \nabla \bar{u}_t \, dx - \int_{\Omega(\alpha)} \nabla \bar{u} \cdot \nabla \bar{u} \, dx \right)$$

which converges, from Theorem 3.2 and Lemma 3.1, to

$$2\nu \int_{\Omega(\alpha)} \nabla \bar{u} \cdot \nabla \bar{u}’ \, dx + \nu \int_{\Gamma_\alpha} (\nabla \bar{u} \cdot \nabla \bar{u}) (\bar{V} \cdot \bar{n}) \, ds$$

as $t$ tends to zero. The theorem follows by writing

$$\int_{\Gamma_\alpha} (\nabla \bar{u} \cdot \nabla \bar{u}) (\bar{V} \cdot \bar{n}) \, ds = \int_{\Gamma_\alpha} \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{u}}{\partial n} (\bar{V} \cdot \bar{n}) \, ds$$

since $\bar{u} = \bar{0}$ on $\Gamma_\alpha$. The derivative of the term involving $q$ is obvious and this completes the proof. \qed
3.3. The optimality system

We show that the optimal control problem implies a first-order necessary condition. If \((\bar{u}, p, q, \alpha)\) is an optimal solution, then for every \(\delta \alpha = \tilde{\alpha} - \alpha\) such that \(\tilde{\alpha} \in \mathcal{Q}_{ad}\) and for every \(\lambda \in \mathbb{R}^+\), we have, from the definition of an optimal solution,

\[
\mathcal{J}(\bar{u}(\alpha + \lambda \delta \tilde{\alpha}), q(\alpha + \lambda \delta \tilde{\alpha}), \alpha + \lambda \delta \tilde{\alpha}) \geq \mathcal{J}(\bar{u}, q, \alpha).
\]

The above inequality implies

\[
\frac{\mathcal{J}(\bar{u}(\alpha + \lambda \delta \tilde{\alpha}), q(\alpha + \lambda \delta \tilde{\alpha}), \alpha + \lambda \delta \tilde{\alpha}) - \mathcal{J}(\bar{u}, q, \alpha)}{\lambda} \geq 0 \quad \text{if} \quad \lambda \geq 0.
\]

The limit must be non-negative when \(\lambda\) tends to zero and this leads to the following first-order necessary condition.

**Theorem 3.4.** If \((\bar{u}, p, q, \alpha)\) is an optimal pair for the problem in (2.2) and the functional in (1.7) is Gateaux differentiable, then the necessary condition for \(\alpha\) to be a minimizer is

\[
\mathcal{J}'(\bar{u}, q, \tilde{\alpha} - \alpha) \geq 0 
\] (3.24)

for all \(\tilde{\alpha} \in \mathcal{Q}_{ad}\) such that \(\tilde{\alpha}'' \in \mathcal{B}_{ad}\).

We recall that the set of all \(\tilde{\alpha} \in \mathcal{Q}_{ad}\) such that \(\tilde{\alpha}'' \in \mathcal{B}_{ad}\) is a convex closed set and is not empty from the definition of \(\mathcal{B}_{ad}\).

In Theorem 3.7, we shall show that the condition (3.24) can be written explicitly and the solution of the problem in (2.2) satisfies a system of equations and variational inequalities. In order to do this, we will need the following interesting preliminary results.

**Lemma 3.5.** Let \(\alpha\) and \(\tilde{\alpha}\) be in \(\mathcal{Q}_{ad}\) with \(\delta \alpha = \tilde{\alpha} - \alpha\) and \(\tilde{\bar{u}}\) be defined by (3.6). Then, for every \(\tilde{h}_2\) in \(\mathbf{H}^1(\Omega(\alpha))\), we have

\[
\int_{\Omega(\alpha)} \nabla \tilde{h}_2 \cdot \nabla \tilde{u}' \, d\bar{x} = -\nu \int_{\Gamma(\alpha)} \frac{\partial \tilde{u}}{\partial n} \frac{\partial \tilde{\bar{w}}}{\partial n} (\tilde{V} \cdot \tilde{n}) \, ds,
\]

where \(\tilde{V} = (0, \delta \alpha)\) is defined on \(\Gamma(\alpha)\) and \(\tilde{\bar{w}}\) is the solution of the linear adjoint problem

\[
\begin{aligned}
&\nu a(\tilde{w}, \tilde{v}) + c(\tilde{w}; \tilde{u}, \tilde{\bar{w}}) + c(\tilde{\bar{w}}; \tilde{\bar{v}}, \tilde{w}) + b(\tilde{v}, \sigma) = -\int_{\Omega(\alpha)} \nabla \tilde{h}_2 \cdot \nabla \tilde{v} \, d\bar{x} \quad \forall \tilde{v} \in \mathbf{H}^1(\Omega(\alpha)) \\
&b(\tilde{w}, q) = 0 \quad \forall q \in L^2_\alpha(\Omega(\alpha)) \\
&(\tilde{u}, \tilde{s})_{\Gamma(\alpha)} = 0 \quad \forall \tilde{s} \in \mathbf{H}^{-1/2}\Gamma(\alpha)).
\end{aligned}
\] (3.25)

**Proof.** If we write the first equation in (3.25) with test functions in \(\mathbf{H}^1(\Omega(\alpha))\), we have

\[
\nu a(\tilde{w}, \tilde{v}) + c(\tilde{w}; \tilde{u}, \tilde{\bar{w}}) + c(\tilde{\bar{w}}; \tilde{\bar{v}}, \tilde{w}) + b(\tilde{v}, \sigma) + \int_{\Gamma(\alpha)} (\sigma \tilde{w} - \nu \frac{\partial \tilde{w}}{\partial n}) \cdot \tilde{v} \, ds = -\int_{\Omega(\alpha)} \nabla \tilde{h}_2 \cdot \nabla \tilde{v} \, d\bar{x} \quad \forall \tilde{v} \in \mathbf{H}^1(\Omega(\alpha)).
\]

By using this equation with \(\tilde{v} = \tilde{u}'\) and \(q = p'\), we can write

\[
-\int_{\Omega(\alpha)} \nabla \tilde{h}_2 \cdot \nabla \tilde{u}' \, d\bar{x} = \int_{\Gamma(\alpha)} (\sigma \tilde{w} - \nu \frac{\partial \tilde{w}}{\partial n}) \cdot \tilde{u}' \, ds + \nu a(\tilde{w}, \tilde{u}') + c(\tilde{u}'; \tilde{u}, \tilde{w}) + c(\tilde{\bar{w}}; \tilde{\bar{w}}', \tilde{w}) + b(\tilde{u}', \sigma). 
\] (3.26)
The result follows from (3.6), the weak equation for the Gateaux derivative, with \( \bar{v} = \bar{w} \) and from \( b(\bar{w}, \rho') = 0 \). In fact

\[
\nu a(\bar{u}', \bar{w}) + c(\bar{u}'; \bar{u}, \bar{w}) + c(\bar{u}; \bar{u}', \bar{w}) - \int_{\Gamma_{\alpha}} (\sigma \bar{n} - \nu \frac{\partial \bar{v}}{\partial n}) \cdot \frac{\partial \bar{u}}{\partial n} (\vec{V} \cdot \bar{n}) \, ds = \int_{\Gamma_{\alpha}} (\bar{w} \sigma + \nu \frac{\partial \bar{v}}{\partial n}) \frac{\partial \bar{u}}{\partial n} (\vec{V} \cdot \bar{n}) \, ds \\
= \int_{\Gamma_{\alpha}} \nu \frac{\partial \bar{v}}{\partial n} \frac{\partial \bar{u}}{\partial n} (\vec{V} \cdot \bar{n}) \, ds
\]

since \( \bar{n} \cdot \frac{\partial \bar{u}}{\partial n} = \frac{\partial u_s}{\partial s} = 0 \) (see [29]).

**Lemma 3.6.** Let \( \alpha \) and \( \bar{\alpha} \) be in \( Q_{ad} \) with \( \delta \alpha = \bar{\alpha} - \alpha \) and \( q' \) be defined by (3.21). Then, for every \( q \) in \( L^2(I) \), we have

\[
\beta \int_{I} q q' \, dx = \int_{I} \frac{d\mu}{dx} \frac{d\delta \alpha}{dx} \, dx,
\]

where \( \mu \) is the solution of the linear equation

\[
\int_{I} (\mu + \beta q) \phi \, dx = 0 \quad \forall \phi \in L^2(I).
\]

**Proof.** The proof follows easily by combining (3.21), (3.27), and the boundary conditions for \( \alpha \). 

We now write out conditions (3.24) explicitly, using the solution of an adjoint system.

**Theorem 3.7.** If \((\bar{u}, p, q, \alpha)\) is optimal for the problem (2.2), satisfying the hypotheses of Theorem 3.2, then \( \alpha \) is solution of

\[
\mathcal{J}'(\bar{u}, q, \alpha)(\bar{w}, \mu, \bar{\alpha} - \alpha) \geq 0 \quad \forall \bar{\alpha} \in Q_{ad},
\]

where

\[
\mathcal{J}'(\bar{u}, q, \alpha)(\bar{w}, \mu, \zeta) = \nu \int_{\Gamma_{\alpha}} \left( \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{w}}{\partial n} - \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{w}}{\partial n} \right) (\vec{V}(\zeta) \cdot \bar{n}) \, ds + \int_{I} \frac{d\mu}{dx} \frac{d\zeta}{dx} \, dx.
\]

The vector \( \vec{V}(\zeta) \) is simply \((0, \zeta)\), \( \bar{n} \) is the unit normal to \( \Gamma_{\alpha} \), and \( \mu + \beta q = 0 \), where \( q \in B_{ad} \) and the function \( \bar{w} \) is solution of the adjoint system

\[
\begin{align*}
\nu a(\bar{u}, \bar{v}) + c(\bar{v}; \bar{u}, \bar{w}) + c(\bar{u}; \bar{v}, \bar{w}) + b(\bar{v}, \sigma) &= -2\nu \int_{\Omega_{\alpha}} (\nabla \bar{u} \cdot \nabla \bar{v}) \, d\bar{x} \quad \forall \bar{v} \in H^1_0(\Omega_{\alpha}) \\
b(\bar{u}, q) &= 0 \quad \forall q \in L^2_0(\Omega_{\alpha}) \\
\bar{w} &= \bar{0} \quad \forall \bar{x} \in \Gamma_{\alpha}.
\end{align*}
\]

(3.30)
Proof. Let \((\bar{u}, p, q, \alpha)\) be an optimal solution of the problem (2.2). By Theorem 3.3 we compute the Gateaux derivative of the functional \(J'(\bar{u}, q, \alpha)\) and then Lemma 3.5 completes the proof. We have

\[
J'(\bar{u}, q, \alpha) = \frac{D\mathcal{J}(\bar{u}, q, \alpha)}{D\alpha} \cdot \delta\alpha = 2\nu \int_{\Omega} \nabla \bar{u} \cdot \nabla \bar{u}' \, dx + \nu \int_{\Gamma} \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{w}}{\partial n} (\bar{V} \cdot \bar{n}) \, ds + \beta \int_{I} q' \, dx,
\]

where \(\bar{u}'\) is a solution of (3.6), \(q'\) solution of (3.21), \(\bar{V}\) defined by \((0, \zeta)\) on \(\Gamma\) and \(\bar{n}\) the normal unit vector. Now, by using Lemmas 3.5 and 3.6, we obtain

\[
J'(\bar{u}, q, \alpha)(\bar{w}, \mu, \delta\alpha) = \int_{I} \frac{d\mu}{dx} \, dx + \nu \int_{\Gamma} \left( \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{v}}{\partial n} - \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{w}}{\partial n} \right) (\bar{V}(\delta\alpha) \cdot \bar{n}) \, ds,
\]

where \(\bar{w}\) is the solution of (3.30). Now, the theorem follows from Theorem 3.4 and \(\zeta = \delta\alpha = \bar{\alpha} - \alpha\).

To summarize, in order to solve the optimal problem for \((\bar{u}, \bar{w}, p, \sigma, q, \mu, \alpha)\) by using the adjoint equation method, we have to solve the Navier-Stokes system

\[
\begin{aligned}
&\nu a(\bar{u}, \bar{v}) + c(\bar{u}; \bar{u}, \bar{v}) + b(\bar{v}, p) = 0 &\forall \bar{v} \in H^{1}_0(\Omega(\alpha)) \\
&b(\bar{u}, q) = 0 &\forall q \in L^2(\Omega(\alpha)) \\
&\langle \bar{u}, \bar{s} \rangle_{\Gamma(\alpha)} = \langle \bar{g}, \bar{s} \rangle_{\Gamma(\alpha)} &\forall \bar{s} \in H^{-1/2}(\Gamma(\alpha)),
\end{aligned}
\]

the adjoint system

\[
\begin{aligned}
&\nu a(\bar{w}, \bar{v}) + c(\bar{w}; \bar{u}, \bar{v}) + c(\bar{u}; \bar{w}, \bar{v}) + b(\bar{v}, \sigma) = -2\nu \int_{\Omega(\alpha)} \nabla \bar{u} \cdot \nabla \bar{v} \, dx &\forall \bar{v} \in H^{1}_0(\Omega(\alpha)) \\
&b(\bar{w}, q) = 0 &\forall q \in L^2(\Omega(\alpha)) \\
&\langle \bar{w}, \bar{s} \rangle_{\Gamma(\alpha)} = 0 &\forall \bar{s} \in H^{-1/2}(\Gamma(\alpha)),
\end{aligned}
\]

and the inequality

\[
\mathcal{L}'(\bar{u}, \alpha)(\bar{w}, \bar{\alpha} - \alpha) \geq 0
\]

for all \(\bar{\alpha} \in C_{ad}\). The function \(\mathcal{L}'(\bar{u}, \alpha)(\bar{w}, \zeta)\) is defined by

\[
\mathcal{L}'(\bar{u}, \alpha)(\bar{w}, \zeta) = \beta \int_{I} \frac{d^2\alpha}{dx^2} \, dx + \nu \int_{\Gamma} \left( \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{w}}{\partial n} - \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{w}}{\partial n} \right) (\bar{V}(\zeta) \cdot \bar{n}) \, ds,
\]

with boundary conditions \(\alpha(a) = z_1, \alpha(b) = z_2,\) and \(\alpha'(a) = \alpha'(b) = 0\). The quantities \(q\) and \(\mu\) can be computed through

\[
\int_{I} q \, v \, dx = - \int_{I} \frac{d\alpha}{dx} \, dv \, dx &\forall v \in H^1_0(I)
\]

and \(\mu + \beta q = 0\), respectively.
3.4. The shape gradient

We now have two methods for computing the shape gradient. Given a direction \( \delta \alpha \) and a candidate optimizer \((\tilde{u}, p, q, \alpha)\), we have that the shape gradient is given in terms of the sensitivity variables by (3.23), where \( \tilde{V} = (0, \delta \alpha) \) and where the flow sensitivity \( \tilde{u}' \) is determined from (3.6). Alternately, the shape gradient is given in terms of adjoint variables by (3.29), where the adjoint variables \( \tilde{w} \) and \( \mu \) are determined from (3.30) and \( \mu + \beta q = 0 \), respectively.

It is important to note that the sensitivity equations (3.6) involve \( \tilde{V} \). Thus, if one changes the direction \( \delta \alpha \), one must recompute the sensitivities. On the other hand, the adjoint system (3.30) is independent of the choice of \( \delta \alpha \). This can have a profound effect on the cost of determining optimal solutions through methods that use the shape gradient. For any candidate optimizer \((\tilde{u}, p, q, \alpha)\), the shape gradient can be computed for multiple directions with a single linear adjoint system solution. On the other hand, the sensitivity equation must be solved for each distinct direction.

Of course, flow sensitivities are of interest in their own right. They describe how and where changes in the parameters that determine the shape of the boundary affect the flow. However, in the optimal control setting, it seems that using the adjoint equation approach to determining the shape gradient is more efficient.

4. The Lagrange multiplier method

4.1. Preliminaries

In this section, we show that the Lagrange multiplier technique is well posed and can be used to obtain the first-order necessary condition. Further, the Lagrangian map can be shown to be strictly differentiable for all values of the external force and this allows us to apply the Lagrange multiplier method to a wider range of problems and completes the theoretical treatment of the problem for arbitrary values of the viscosity. Also, this method gives a different and better theoretical insight into the control process, allowing us to write the inequality constraints in a different form.

First, we introduce auxiliary variables that allow us to transform the inequality constraints into equalities and then invoke well-known derivations for equality constrained minimization problems; see, e.g., [3] or [39].

We begin by replacing

\[
\begin{align*}
0 \leq \alpha & \leq d_0 & \text{and} & \quad c_2 \leq q \leq d_2 & \quad \forall x \in I \\
|\alpha - c_0|^2 - \alpha_m^2 + s_0^2 & = 0 & \forall x \in I \\
|q - q_0|^2 - q_m^2 + s_2^2 & = 0 & \forall x \in I
\end{align*}
\]

for some \( s_2 \in L^2(I) \) and \( s_0 \in H^2(I) \), where \( c_0 = (c_0 + d_0)/2 \), \( q_0 = (c_2 + d_2)/2 \), \( \alpha_m = (d_0 - c_0)/2 \), and \( q_m = (d_2 - c_2)/2 \). Clearly, if (4.2)–(4.3) are satisfied, then so are (4.1). Also, note that if \((\tilde{u}, p, q, \alpha)\) is a solution of the optimal control problem, then there exist \( s_0, s_2 \) such that \( \alpha, q \) and \( s_0, s_2 \) satisfy (4.2)–(4.3).

In this section, we let \( \Gamma(\alpha) \) be piecewise \( C^{1,1} \) in agreement with the proposed model problem and \( \tilde{g} \in H^{3/2}(\Gamma(\alpha)) \) where \( \int_{\Gamma(\alpha)} \tilde{g} \cdot n ds = 0 \) with \( \tilde{g} = \tilde{0} \) on \( \Gamma_2 \cap \Gamma_1 \), \( \tilde{g} = \tilde{g}_1 \in H^{3/2}(\Gamma_1) \) on \( \Gamma_1 \) and \( \tilde{g} = \tilde{g}_2 \in H^{3/2}(\Gamma_2) \) on \( \Gamma_2 \).

The Lagrange multiplier method proposed here is based on an embedded technique method. We write the Lagrangian on a larger domain and then choose the solution that fits our domain forcing the boundary values as a constraint.
Let \( \tilde{\Omega} \) be an open bounded domain with boundary \( \tilde{\Gamma} \in C^{1,1} \) with convex corners which contains \( \Omega(\alpha) \) for all \( \alpha \). We use the “hat notation” for functions on \( \tilde{\Omega} \). Also let \( \tilde{f} \in L^2(\tilde{\Omega}) \) be the body force on the extended domain as previously discussed.

Let \( \tilde{\mathbf{B}}_1 = (H^2(\tilde{\Omega}) \cap H_0^1(\tilde{\Omega})) \times (L_0^2(\tilde{\Omega}) \cap H^1(\tilde{\Omega})) \times B_{ad} \times Q_{ad} \times L^2(I) \times L^2(I) \), \( \tilde{\mathbf{B}}_2 = H^{-1}(\tilde{\Omega}) \times L_0^2(\tilde{\Omega}) \times H^{1/2}(I) \times H^{1/2}(\Gamma(\alpha) - \Gamma_0) \times L^2(I) \times H^{1/2}(\Gamma(\alpha) - \Gamma_0) \times L^2(I) \times W^{2,1}(I) \times L^4(I) \). We equip \( \tilde{\mathbf{B}}_1, \tilde{\mathbf{B}}_2 \) and \( \tilde{\mathbf{B}}_3 \) with the usual graph norms for the product spaces involved.

We define the nonlinear mapping \( M : \tilde{\mathbf{B}}_1 \rightarrow \tilde{\mathbf{B}}_3 \) by \( M(\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) = (\tilde{l}_1, l_2, \tilde{l}_3, \tilde{l}_4, l_5, l_6, l_7) \) for \( (\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) \in \tilde{\mathbf{B}}_1 \) and \( (\tilde{l}_1, l_2, \tilde{l}_3, \tilde{l}_4, l_5, l_6, l_7) \in \tilde{\mathbf{B}}_3 \) if and only if

\[
\left\{
\begin{aligned}
\nu a(\tilde{u}, \tilde{v}) + c(\tilde{u}, \tilde{v}) + b(\tilde{v}, \tilde{p}) - \int_\Omega \tilde{f} \cdot \tilde{v} \, d\tilde{x} = \int_\Omega \tilde{\tilde{u}} \cdot \tilde{v} \, d\tilde{x} & \quad \forall \tilde{v} \in H_0^1(\tilde{\Omega}) \\

b(\tilde{u}, \tilde{z}) = \int_\Omega l_2 \tilde{z} \, d\tilde{x} & \quad \forall \tilde{z} \in L_0^2(\tilde{\Omega}) \\

\int_{\Gamma_0} \tilde{\tilde{u}} \cdot s \, d\tilde{s} = \int_{\Gamma_0} \tilde{l}_3 \cdot \tilde{s} \, d\tilde{s} & \quad \forall \tilde{s} \in H^{-1/2}(I) \\

\int_{\Gamma_0} (\Gamma(\alpha) - \Gamma_0) \tilde{\tilde{u}} \cdot \tilde{g} \, d\tilde{s} = \int_{\Gamma_0} \tilde{l}_4 \cdot \tilde{s} \, d\tilde{s} & \quad \forall \tilde{s} \in H^{-1/2}(\Gamma(\alpha) - \Gamma_0) \\

\int_I v q \, dx + \int_I \frac{dv}{dx} \, dx = \int_I l_5 v \, dx & \quad \forall v \in H_0^1(I) \\

\alpha - \alpha_0^2 - \alpha_m^2 + s_0^2 = l_6 & \quad \forall x \in I \\

(q - q_0)^2 - q_m^2 + s_2^2 = l_7 & \quad \forall x \in I
\end{aligned}
\right.
\]  
\quad \text{for any } \tilde{u}, \tilde{p}, q, \alpha, s_0, s_2 \text{ for which the test functions } \tilde{v}, \tilde{z}, \tilde{s}, \tilde{g}, \tilde{\tilde{u}}, \tilde{l}_3, \tilde{l}_4, \tilde{l}_5, \tilde{l}_7 \text{ vanish outside } \tilde{\Omega}.

Given \( (\tilde{u}_1, p_0, q_1, \alpha_1) \in \mathcal{A}_{ad} \), we define another nonlinear mapping \( Q : \tilde{\mathbf{B}}_1 \rightarrow \mathbb{R} \times \tilde{\mathbf{B}}_3 \) by \( Q(\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) = (a, \tilde{l}_1, l_2, \tilde{l}_3, \tilde{l}_4, l_5, l_6, l_7) \) if and only if

\[
\left( \begin{array}{c}
J'(\tilde{u}, q, \alpha) - J(\tilde{u}_1, q_1, \alpha_1) \\
M(\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2)
\end{array} \right) = \left( \begin{array}{c}
0 \\
(\tilde{l}_1, l_2, \tilde{l}_3, \tilde{l}_4, l_5, l_6, l_7)
\end{array} \right).
\]

\section{4.2. Differentiability}

These mappings are strictly differentiable, as is shown in the following lemma. We recall the notion of strict differentiability (see [39]). Let \( X \) and \( Y \) denote Banach spaces, then the mapping \( \varphi : X \rightarrow Y \) is strictly differentiable at \( x \in X \) if there exists a bounded, linear mapping \( D \) from \( X \) to \( Y \) such that for any \( \epsilon > 0 \) there exists a \( \delta > 0 \) such that whenever \( \|x - x_1\|_X < \delta \) and \( \|x - x_2\|_X < \delta \) for \( x_1, x_2 \in X \), then

\[
\|\varphi(x_1) - \varphi(x_2) - D(x_1 - x_2)\|_Y \leq \epsilon \|x_1 - x_2\|_X.
\]
The strict derivative $D$ at the point $x \in X$, if it exists, will often be denoted by $D = \varphi'(x)$. The value of this mapping on an element $\tilde{x} \in X$ will often be denoted by $\varphi'(x) \cdot \tilde{x}$. In the next theorem we can identify $X = \mathcal{B}_1$ and $Y = \mathcal{B}_2$.

**Lemma 4.1.** Let the nonlinear mappings $M : \mathcal{B}_1 \to \mathcal{B}_3$ and $Q : \mathcal{B}_1 \to \mathbb{R} \times \mathcal{B}_3$ be defined by (4.4) and (4.5), respectively. Then, these mappings are strictly differentiable at a point $(\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) \in \mathcal{B}_1$ and its strict derivative is given by the bounded linear operator $M'((\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2)) : \mathcal{B}_1 \to \mathcal{B}_2$, where $M'((\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) : (\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) = \left( \tilde{t}_1, \tilde{t}_2, \tilde{t}_3, \tilde{t}_4, \tilde{t}_5, \tilde{t}_6, \tilde{t}_7 \right)$ for $(\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) \in \mathcal{B}_1$ and $(\tilde{t}_1, \tilde{t}_2, \tilde{t}_3, \tilde{t}_4, \tilde{t}_5, \tilde{t}_6, \tilde{t}_7) \in \mathcal{B}_2$ if and only if

$$
\begin{align*}
\left\{ \begin{array}{l}
\nu a(\tilde{u}, \tilde{v}) + c(\tilde{u}; \tilde{v}; \alpha) + b(\tilde{u}, \tilde{p}) = \int_{\Omega} \tilde{t}_1 \cdot \tilde{v} \, d\tilde{x} \quad \forall \tilde{v} \in \mathcal{H}_0^1(\tilde{\Omega}) \\
b(\tilde{u}, \tilde{z}) = \int_{\Omega} \tilde{t}_2 \tilde{z} \, d\tilde{x} \quad \forall \tilde{z} \in L_0^2(\tilde{\Omega}) \\
\int_{\Gamma_\alpha} \tilde{u} \cdot \tilde{s} \, ds + \int_{\Gamma_\alpha} (\nabla(\tilde{\alpha} \cdot \tilde{n})) (k + \frac{\partial}{\partial n}) \tilde{u} \cdot \tilde{s} \, ds = \int_{\Gamma} \tilde{t}_3 \cdot \tilde{s} \, ds \quad \forall \tilde{s} \in H^{-1/2}(I) \\
\int_{\Gamma_{(\alpha)} - \Gamma_\alpha} \tilde{u} \cdot \tilde{s} \, ds = \int_{\Gamma_{(\alpha)} - \Gamma_\alpha} \tilde{t}_4 \cdot \tilde{s} \, ds \quad \forall \tilde{s} \in H^{-1/2}(\Gamma(\alpha) - \Gamma_\alpha) \\
2\tilde{q}_x q_x + 2\tilde{s}_x s_x = \tilde{t}_7 \quad \forall x \in I \\
2\tilde{q}_x q_x + 2\tilde{s}_x s_x = \tilde{t}_7 \quad \forall x \in I \\
\tilde{\alpha}(a) = \tilde{\alpha}(b) = \tilde{\alpha}'(a) = \tilde{\alpha}'(b) = 0,
\end{array} \right.
\end{align*}
$$

where $\tilde{V}(\tilde{\alpha}) = (0, \tilde{\alpha})$, $\kappa$ denotes the curvature, and $\tilde{u}$ is the normal vector to $\Gamma_\alpha$. Moreover, the strict derivative of $Q$ at a point $(\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) \in \mathcal{B}_1$ is given by the bounded linear operator $Q'((\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2)) : \mathcal{B}_1 \to \mathbb{R} \times \mathcal{B}_2$, where $Q'((\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) : (\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) = \left( \tilde{\pi}, \tilde{t}_1, \tilde{t}_2, \tilde{t}_3, \tilde{t}_4, \tilde{t}_5, \tilde{t}_6, \tilde{t}_7 \right)$, for $(\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) \in \mathcal{B}_1$ and $(\tilde{\pi}, \tilde{t}_1, \tilde{t}_2, \tilde{t}_3, \tilde{t}_4, \tilde{t}_5, \tilde{t}_6, \tilde{t}_7) \in \mathbb{R} \times \mathcal{B}_2$ if and only if

$$
\left( \begin{array}{c}
M'(\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2) \\
J'(\tilde{u}, q, \alpha) \\
\end{array} \right) = \left( \begin{array}{c}
0 \\
\mathcal{H}_0^1(\Omega) \\
\end{array} \right),
$$

where

$$
J'(\tilde{u}, q, \alpha) = \beta \int_I q \tilde{q}_x \, dx + \nu \left( \int_{\Gamma_\alpha} \frac{\partial}{\partial n} \frac{\partial}{\partial n} (\tilde{V}(\tilde{\alpha} \cdot \tilde{n})) \, ds + 2 \int_{\Omega (\alpha)} (\nabla \tilde{u} \cdot \nabla \tilde{u}) \, d\tilde{x} \right).
$$

**Proof.** The linearity of the operator $M'((\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2)$ is obvious and its boundedness follows from the continuity of the forms $a(\cdot, \cdot), b(\cdot, \cdot)$, and $c(\cdot, \cdot, \cdot)$ combined with the trace theorem for Sobolev spaces. Likewise, the linearity and boundedness of the operator $Q'(\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2)$ are obvious. The fact that $M'((\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2)$ is the strict derivative of the mapping $M((\tilde{u}, \tilde{p}, q, \alpha, s_0, s_2)$ also follows from the continuity of the trilinear form...
\[
\langle \hat{w}, \tilde{\tau}, \tilde{\eta}, \tilde{\mu}, \tau_0, \tau_2 \rangle, M(\hat{u}_1, \hat{p}_1, q_1, \alpha_1, s_{01}, s_{21}) - M(\hat{u}_2, \hat{p}_2, q_2, \alpha_2, s_{02}, s_{22}) \\
-M(\hat{u}_1 - \hat{u}_2, \hat{p}_1 - \hat{p}_2, q_1 - q_2, \alpha_1 - \alpha_2, s_{01} - s_{02}, s_{21} - s_{22})
\]
\[
= \nu a(\hat{u}_1, \hat{w}) + c(\hat{u}_1; \hat{w}) + b(\hat{w}, \hat{p}_1) - (\hat{f}, \hat{w}) + b(\hat{u}_1, \hat{r}) \\
\quad - \left( \nu a(\hat{u}_2, \hat{w}) + c(\hat{u}_2; \hat{w}, \hat{w}) + b(\hat{w}, \hat{p}_2) - (\hat{f}, \hat{w}) + b(\hat{u}_2, \hat{r}) \right) \\
+ \int_{\Gamma} (\hat{\theta} \cdot \hat{u}_1) ds - \int_{\Gamma} (\hat{\theta} \cdot \hat{u}_2) ds + \int_{\Gamma} (\hat{\theta} \cdot \hat{\mu}_1) ds - \int_{\Gamma} (\hat{\theta} \cdot \hat{\mu}_2) ds \\
- \int_{\Gamma} \tau_0 \left( (\alpha_1 - \alpha_0)^2 + s_{01}^2 - (\alpha_2 - \alpha_0)^2 - s_{02}^2 - 2(\alpha - \alpha_0)(\alpha_1 - \alpha_2) \\
-2s_0(s_{01} - s_{02}) - 2s_2(s_{21} - s_{22}) \right) dx,
\]

where \(\tilde{V}(z) = (0, z)\). From Lemma 3.1 we have that for every \(\epsilon ||\alpha_1 - \alpha_2||_{H^2}/4 > 0\) there exits a \(\delta_1 > 0\) such that

\[
\left| \int_{\Gamma_{\alpha}} \hat{\theta} \cdot \hat{u}_i ds - \int_{\Gamma_{\alpha}} \hat{\theta} \cdot \hat{\mu}_i ds - t \int_{\Gamma_{\alpha}} (\tilde{V}(\alpha_1 - \alpha) \cdot \tilde{n})(\kappa + \frac{\partial}{\partial n})(\hat{\theta} \cdot \hat{u}_i) ds \right| \leq \frac{\epsilon}{4} ||\alpha_1 - \alpha_2||_{H^2(t)}
\]

for \(i = 1, 2\) for all \(t \leq \delta_1\). Therefore, we have

\[
\| \langle \hat{w}, \tilde{\tau}, \tilde{\eta}, \tilde{\mu}, \tau_0, \tau_2 \rangle, M(\hat{u}_1, \hat{p}_1, q_1, \alpha_1, s_{01}, s_{21}) - M(\hat{u}_2, \hat{p}_2, q_2, \alpha_2, s_{02}, s_{22}) \\
-M(\hat{u}_1 - \hat{u}_2, \hat{p}_1 - \hat{p}_2, q_1 - q_2, \alpha_1 - \alpha_2, s_{01} - s_{02}, s_{21} - s_{22}) \rangle \|
\leq \frac{\epsilon}{2} ||\alpha_1 - \alpha_2||_{H^2(t)} + |c(\hat{u}_1 - \hat{u}_2, \hat{\mu}_1 - \hat{\mu}_2, \hat{w}) + c(\hat{u} - \hat{\mu}_2, \hat{u}_1 - \hat{\mu}_2, \hat{w})|
\]

\[
+ t \left( \int_{\Gamma_{\alpha}} (\tilde{V}(\alpha_1 - \alpha) \cdot \tilde{n})(\kappa + \frac{\partial}{\partial n})(\hat{\theta} \cdot \hat{u}_1) ds \\
+ \int_{\Gamma_{\alpha}} (\tilde{V}(\alpha_1 - \alpha_2) \cdot \tilde{n})(\kappa + \frac{\partial}{\partial n})(\hat{\theta} \cdot \hat{u}_2) ds \\
+ \int_{\Gamma_{\alpha}} \tau_2 (1 - \alpha_2)(1 - \alpha + \alpha_2 - \alpha) + (s_{01} - s_{02})(s_{01} - s_0 + s_{02} - s_0) \\
+ s_2(s_{21} - s_{22})(s_{21} - s_2 + s_{22} - s_2) \right) dx
\]
for all $t \leq \delta_1$. Then, by using the continuity of the form $c(\cdot, \cdot, \cdot)$, the Sobolev imbedding theorem, and the trace theorem, we have, for some constants $C_1, C_2, C_3, C_4 > 0$, that

$$
\|M(\tilde{u}, \tilde{p}, q_1, q_2, \alpha_1, s_0, s_2) - M(\tilde{u}_2, \tilde{p}_2, q_2, \alpha, s_0, s_2)\|
\leq C_1(\|\tilde{u}_1 - \tilde{u}_2\| + \|\tilde{p}_1 - \tilde{p}_2\|)
+ C_2(\|\alpha_1 - \alpha_2\| + \|s_0 - s_0\|)
+ C_3(\|\epsilon - q_1\| + \|q - q_2\|)
\leq \frac{\epsilon}{2} \|\alpha_1 - \alpha_2\| + C_4(\|\tilde{u}_1 - \tilde{u}_2\| + \|\tilde{p}_1 - \tilde{p}_2\| + \|\epsilon - q_1\| + \|q - q_2\|)
\leq \frac{\epsilon}{2} \|\alpha_1 - \alpha_2\|
$$

for $t \leq \delta_1$. Then, for any $\epsilon > 0$, by choosing $\delta = C_4/2$, we have that, whenever $\|M(\tilde{u} - \tilde{u}_1, \tilde{p} - \tilde{p}_1, q - q_1, \alpha - \alpha_1, s_0 - s_0, s_2 - s_2)\| < \delta$, we also have

$$
\|M(\tilde{u}_1, \tilde{p}_1, q_1, q_2, \alpha_1, s_0, s_2) - M(\tilde{u}_2, \tilde{p}_2, q_2, \alpha, s_0, s_2)\| < \delta.
$$

Thus, the mapping $M$ is strictly differentiable on all of $\tilde{B}_1$ and its strict derivative is given by $M'$. Using the strict differentiability of the mapping $M$ and Lemma 3.1, it is then easy to show that the mapping $Q$ is also strictly differentiable and that its strict derivative is given by $Q'$. From the mapping (4.6) we can write the Gateaux derivative for our Navier-Stokes system and recover the results of the previous sections. In fact, the solution $(\tilde{u}, \tilde{p})$ of the Navier-Stokes system with boundary defined by $\Gamma(\alpha)$ can be seen as the restriction to $\Omega(\alpha)$ of the function $(\tilde{u}, \tilde{p})$.

Let $B_1$ and $B_2$ be the space generated by all the restrictions from $\tilde{\Omega}$ to $\Omega(\alpha)$ of the functions in $\tilde{B}_1$ and $\tilde{B}_2$ respectively. With test functions in $H^1_0(\Omega(\alpha))$ we write the mapping $M'(\tilde{u}, p, q, \alpha, s_0, s_2)$ as

$$
\begin{cases}
\nu a(\tilde{u}, \tilde{v}) + c(\tilde{u}; \tilde{u}, \tilde{v}) + c(\tilde{u}; \tilde{u}, \tilde{v}) + b(\tilde{v}, \tilde{p}) = \int_{\Gamma(\alpha)} \tilde{t}_1 \cdot \tilde{v} d\tilde{x} \quad \forall \tilde{v} \in H^1_0(\Omega(\alpha))
\end{cases}
$$

$$
\begin{cases}
b(\tilde{u}, z) = \int_{\Omega(\alpha)} \tilde{t}_2 \cdot \tilde{z} d\tilde{x} \quad \forall \tilde{z} \in L^2_0(\Omega(\alpha))
\end{cases}
$$

$$
\begin{cases}
\int_{\Gamma(\alpha)} \tilde{u} \cdot \tilde{s} d\tilde{x} + \int_{\Gamma(\alpha)} (\tilde{v} \cdot \tilde{u}) (k + \frac{\partial}{\partial n}) \tilde{u} \cdot \tilde{s} d\tilde{x} = \int_I \tilde{t}_4 \cdot \tilde{s} d\tilde{x} \quad \forall \tilde{s} \in H^{-1/2}(I)
\end{cases}
$$

$$
\begin{cases}
\int_{\Gamma(\alpha) - \Gamma_0} \tilde{u} \cdot \tilde{s} d\tilde{x} = \int_{\Gamma(\alpha) - \Gamma_0} \tilde{t}_4 \cdot \tilde{s} d\tilde{x} \quad \forall \tilde{s} \in H^{-1/2}(\Gamma(\alpha) - \Gamma_0)
\end{cases}
$$

$$
\begin{cases}
\int_I \tilde{v} \tilde{d} \tilde{x} + \int_I \frac{\partial}{\partial x} \tilde{v} \tilde{d} \tilde{x} d\tilde{x} = \int_I \tilde{t}_7 \tilde{v} d\tilde{x} \quad \forall \tilde{v} \in H^1_0(I)
\end{cases}
$$

$$
\begin{cases}
2\tilde{a}(\alpha - \alpha_0) + 2\tilde{s}_0 s_0 = \tilde{t}_6 \quad \forall x \in I
\end{cases}
$$

$$
\begin{cases}
2\tilde{q} (q - \theta_0) + 2\tilde{s}_2 s_2 = \tilde{t}_7 \quad \forall x \in I
\end{cases}
$$

with $\tilde{a}(a) = 0$, $\tilde{a}(b) = 0$ and $\tilde{a}'(a) = \tilde{a}'(b) = 0$. 

\[\text{(4.8)}\]
From (4.8), we note that the regularity of the Gateaux derivative cannot be the same as the solution of the Navier-Stokes system. In fact, the boundary conditions for the Gateaux derivative implies a different degree of regularity.

Also, we note that the map \( M'(\bar{u}, p, q, \alpha, s_0, s_2) \) in (4.8) assumes exactly the same values of the restriction of \( M'(\bar{u}, \bar{p}, q, \alpha, s_0, s_2) \) to \( \Omega(\alpha) \) since no further information is necessary to identify the function over the domain \( \Omega(\alpha) \). The use of (4.8) or (4.6) over the domain \( \Omega(\alpha) \) is equivalent and therefore in the rest of the paper we always work with these operators on the domain \( \Omega(\alpha) \) and use the notation \( M'(\bar{u}, p, q, \alpha, s_0, s_2) \) and \( Q'(\bar{u}, p, q, \alpha, s_0, s_2) \).

Next, we prove some further properties of the derivatives of the mappings \( M \) and \( Q \).

**Lemma 4.2.** Let \((\bar{u}, p, q, \alpha, s_0, s_2) \in B_1\) denote a solution of the optimal control problem. Then we have

(i) the operator \( M'(\bar{u}, p, q, \alpha, s_0, s_2) \) has closed range in \( B_2 \);

(ii) the operator \( Q'(\bar{u}, p, q, \alpha, s_0, s_2) \) has closed range in \( \mathbb{R} \times B_2 \);

(iii) the operator \( Q'(\bar{u}, p, q, \alpha, s_0, s_2) \) is not onto \( \mathbb{R} \times B_2 \).

**Proof.** In order to show (i), we shall show that the range of the last three equations in (4.8) is \((L^2(I) \times H^2_0(I) \cap H^1_0(I) \times L^2(I))\) and the range of the other equations is closed. At the moment we focus our attention on the last three equations. If \((\bar{u}, p, q, \alpha, s_0, s_2) \) is an optimal solution and \((\bar{u}, \bar{p}, \bar{q}, \bar{\alpha}, \bar{s}_0, \bar{s}_2) \in B_1\) such that \( \bar{\alpha}(a) = \bar{\alpha}(b) = \bar{\alpha}'(a) = \bar{\alpha}'(b) = 0 \), then the range of the last three equations is clearly a subset of \((L^2(I) \times H^2_0(I) \cap H^1_0(I) \times L^2(I))\).

Also, for all \((\bar{T}_5, \bar{T}_6, \bar{T}_7) \in (L^2(I) \times H^2_0(I) \cap H^1_0(I) \times L^2(I))\) we can find an element \((\bar{q}, \bar{\alpha}, \bar{s}_0, \bar{s}_2) \). In fact, since \((\bar{u}, p, q, \alpha, s_0, s_2) \) is optimal, then the equation \((\alpha - \alpha_0)^2 = \alpha_0^2 - s_0^2 \) implies that the quantities \((\alpha - \alpha_0) \) and \( s_0 \) cannot be zero at the same time so that we can always solve the sixth equation with \( \bar{s}_0 = 0 \) and \( \alpha = \bar{T}_6/2(\alpha - \alpha_0) \) or \( \bar{\alpha} = 0 \) and \( \bar{s}_0 = \bar{T}_6/2s_0 \) for all \( \bar{T}_6 \in H^2_0(I) \cap H^1_0(I) \). In an analogous manner, this can also be done for the last equation in (4.8). Also, we note that if \( s_0 = 0 \), the solution is \( \alpha = c_0 \) or \( \alpha = d_0 \) and if \( s_0 = 0 \) the solution is \( q = c_2 \) or \( q = d_2 \). The definition of \( B_{ad} \) and the corresponding choice of the constants \( c_0, d_0, c_2, d_2 \) imply the existence of solutions also when \( s_2 \) and \( s_0 \) are both zero.

Thus, the question of the closedness of the range of the operator \( M': B_1 \rightarrow B_2 \) reduces to the like question for the inhomogeneous Stokes operator \( \bar{S} : H^2(\Omega(\alpha)) \cap H^1_0(\Omega(\alpha)) \times H^1(\Omega(\alpha)) \cap L^2(I) \times \Omega(\alpha) \rightarrow H^{-1}(\Omega(\alpha)) \times L^2(I) \times H^{1/2}(\Gamma(\alpha)) \) defined as follows:

\[
\begin{align*}
\nu a(\bar{\omega}, \bar{\psi}) + b(\bar{\psi}, \bar{\eta}) - (\bar{\psi}, \bar{\eta}) = (\bar{l}_1, \bar{\nu}) & \quad \forall \bar{\nu} \in H^1_0(\Omega(\alpha)) \\
b(\bar{\omega}, z) = (\bar{l}_2, z) & \quad \forall z \in L^2(\Omega(\alpha)) \\
\int_{\Gamma(\alpha)} (\bar{\omega} - \bar{g}) \cdot \bar{s} \, ds = \int_{\Gamma(\alpha)} \bar{l}_3 \cdot \bar{s} \, ds & \quad \bar{s} \in H^{-1/2}(\Gamma(\alpha)),
\end{align*}
\]

where \( \bar{f} \in L^2(\Omega(\alpha)), \bar{g} \in H^{3/2}(\Gamma(\alpha)) \), and \( \Gamma(\alpha) \) is piecewise \( C^{1,1} \) with convex corners. The fact that the operator \( \bar{S} \) has closed range in \( H^{-1}(\Omega(\alpha)) \times L^2(I) \times \Omega(\alpha) \times H^{1/2}(\Gamma(\alpha)) \) follows easily from well-known results for the Stokes equations; see, e.g., [37]. We can then conclude that the operator \( \bar{S} \) has closed range in \( B_2 \), and, since the operator \( M'(\bar{u}, p, q, \alpha, s_0, s_2) \) is a compact perturbation of the operator \( \bar{S} \), we have, from the Fredholm theory, that \( M'(\bar{u}, p, q, \alpha, s_0, s_2) \) itself has closed range in \( B_2 \). Starting from (i), the proof of (ii) and (iii) can be found easily by using the standard techniques in [18, 19, 22, 23].

The first-order necessary condition follows easily from the fact that the operator \( Q'(\bar{u}, p, q, \alpha, s_0, s_2) \) is not onto \( \mathbb{R} \times B_2 \); see, e.g., [18, 22, 23].

**Theorem 4.3.** Given \((\bar{u}, p, q, \alpha) \in A_{ad}\). If \((\bar{u}, p, q, \alpha, s_0, s_2) \in B_1\) is a solution of the optimal shape control problem, then there exists a nonzero Lagrange multiplier \((\lambda, \bar{\omega}, r, \bar{\theta}, \bar{\eta}, \mu, \tau_0, \tau_2) \in \mathbb{R} \times B_2 \) satisfying the Euler equations

\[
\lambda J'(\bar{u}, q, \alpha) \cdot (\bar{u}, \bar{\alpha}, \bar{\beta}, \bar{\gamma}, \bar{s}_0, \bar{s}_2) + \left((\bar{\omega}, r, \bar{\theta}, \bar{\eta}, \mu, \tau_0, \tau_2), M'(\bar{u}, p, q, \alpha, s_0, s_2) \cdot (\bar{u}, \bar{\alpha}, \bar{\beta}, \bar{\gamma}, \bar{s}_0, \bar{s}_2)\right) = 0
\]

\forall (\bar{u}, \bar{\alpha}, \bar{\beta}, \bar{\gamma}, \bar{s}_0, \bar{s}_2) \in B_1, \tag{4.10}
where \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( B_2 \) and \( B_2' \).

### 4.3. The optimality system

Next, we examine the first-order necessary condition (4.10) to derive an optimality system from which optimal states and controls may be determined.

**Theorem 4.4.** Let \((\bar{u}, p, q, \alpha, s_0, s_2) \in B_1\) denote a solution of the optimal control problem. Then, if \(s_0 \neq 0\) and \(s_2 \neq 0\), \(\mu\) is the solution of

\[
\int_I \frac{d\mu}{dx} \frac{dk}{dx} \, dx + \nu \int_{\Gamma_\alpha} \left( \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{u}}{\partial n} + \frac{\partial \bar{u}}{\partial n} \right) (\bar{V}(\zeta) \cdot \bar{n}) \, ds = 0 \quad \forall \zeta \in H_0^1(I)
\]

(4.11)

\[
\int_I (\mu + \beta q) \, v \, dx = 0 \quad \forall v \in L^2(I)
\]

(4.12)

for all \(\alpha \in H^1(I)\) with \(\alpha(a) = z_1, \alpha(b) = z_2,\) and \(\alpha'(a) = \alpha'(b) = 0\), where \((\bar{w}, r) \in H^1_0(\Omega(\alpha)) \times L^2_0(\Omega(\alpha))\) satisfies the adjoint problem

\[
\begin{align*}
\nu a(\bar{w}, \bar{v}) + c(\bar{v}; \bar{u}, \bar{w}) + c(\bar{w}; \bar{v}, \bar{w}) + b(\bar{v}, r) &= -2\nu \int_{\Omega(\alpha)} \nabla \bar{u} \cdot \nabla \bar{v} \, dx \quad \forall \bar{v} \in H^1(\Omega(\alpha)) \\
\int_{\Gamma_\alpha} (-r \bar{n} + \nu \frac{\partial \bar{w}}{\partial n}) \cdot \bar{v} \, dx &= 0 \\
b(\bar{w}, q) &= 0 \quad \forall q \in L^2_0(\Omega(\alpha))
\end{align*}
\]

(4.13)

If \(s_0 = 0\) we have \(\alpha = c_0\) or \(\alpha = d_0\). If \(s_2 = 0\) we have \(q = c_2\) or \(q = d_2\) which gives \(\alpha\) through (2.1) and the appropriate boundary conditions.

**Proof.** We write (4.13) in the following way

\[
\begin{align*}
\nu a(\bar{w}, \bar{v}) + c(\bar{v}; \bar{u}, \bar{w}) + c(\bar{w}; \bar{v}, \bar{w}) + b(\bar{v}, r) &= -2\nu \int_{\Omega(\alpha)} \nabla \bar{u} \cdot \nabla \bar{v} \, dx \quad \forall \bar{v} \in H^1(\Omega(\alpha)) \\
\int_{\Gamma_\alpha} (-r \bar{n} + \nu \frac{\partial \bar{w}}{\partial n}) \cdot \bar{v} \, dx &= 0 \\
b(\bar{w}, q) &= 0 \quad \forall q \in L^2_0(\Omega(\alpha))
\end{align*}
\]

(4.14)

The first-order necessary condition (4.10) is equivalent to

\[
\begin{align*}
\lambda \left( 2 \nu \int_{\Omega(\alpha)} (\nabla \bar{u} \cdot \nabla \bar{u}) \, dx + \nu \int_{\Gamma_\alpha} \frac{\partial \bar{u}}{\partial n} \frac{\partial \bar{u}}{\partial n} (V(\bar{u}) \cdot \bar{n}) \, ds + \beta \int_I \bar{q} \, q \, dx \right) + \\
\lambda (\nu a(\bar{u}, \bar{w}) + c(\bar{u}, \bar{u}, \bar{w}) + c(\bar{w}; \bar{u}, \bar{w}) + b(\bar{w}, \bar{p}) + b(\bar{u}, r) + \int_{\Gamma_\alpha} \bar{q} \, (\bar{u} + (V(\bar{u}) \cdot \bar{n}) \frac{\partial \bar{u}}{\partial n}) \, ds \\
+ \int_{\Gamma(\alpha) - \Gamma_\alpha} \bar{q} \, \bar{u} \, ds + \int_I \mu \bar{q} \, q \, dx + \frac{d\alpha}{dx} \frac{d\mu}{dx} \, dx + 2 \int_I \gamma(\alpha - a_0) + s_0 \bar{s}_0 + \tau_2(\bar{q} - q_0) + s_2 \bar{s}_2 \, dx = 0
\end{align*}
\]

for all \((\bar{u}, \bar{p}, \bar{q}, \bar{\alpha}, \bar{s}_0, \bar{s}_2) \in B_1\). We are free to choose \(\lambda = 1\).

Choosing \(\bar{p} = \bar{\alpha} = \bar{q} = \bar{s}_0 = \bar{s}_2 = 0\) in the first-order necessary condition yields (4.14), \(\bar{p} = r \bar{n} - \nu \frac{\partial \bar{u}}{\partial n}\) on \(\Gamma_\alpha\), and \(\bar{q} = 0\) on \(\Gamma(\alpha) - \Gamma_\alpha\). Choosing \(\bar{u} = 0, \bar{p} = \bar{s}_0 = \bar{\alpha} = \bar{s}_2 = 0\) we recover (4.12) and, for \(\bar{u} = \bar{\alpha}, \bar{p} = \bar{s}_0 = \bar{q} = \bar{s}_2 = 0\), we recover (4.11). Thus, we have shown that this theorem holds for \(s_i \neq 0\) for \(i = 0, 2\).

If \(s_i = 0\) for some \(i\) we have that \(\alpha^{(i)} = c_i\) or \(\alpha^{(i)} = d_i\). For example, if \(s_0 = 0\) we have \(\alpha = c_0\) or \(\alpha = d_0\). If \(s_2 = 0\) over an interval \(I\) then \(\alpha\) should be parabolic with boundary condition determined by \(\alpha\) outside \(I\). Starting from the value of \(\alpha^{(i)}\), all the quantities and in particular \(\tau_i\) can be easily determined. \(\square\)
It is obvious that the first-order necessary condition obtained in the previous section, when applicable, is the same as that obtained by the Lagrangian formulation. The introduction of the variable $s_0$ and $s_2$ gives an insight to the structure of the optimal solution but it is clear that it is not convenient in the numerical computations. Numerically it is difficult to evaluate the variables $s_0$ and $s_2$ and many local extremal points can be introduced in such an attempt.

As a consequence of the optimality system we have to solve

$$
\begin{align*}
&\nu a(\tilde{u}, \tilde{v}) + c(\tilde{u}; \tilde{u}, \tilde{w}) + b(\tilde{u}, p) = \langle f, \tilde{v} \rangle \quad \forall \tilde{v} \in H_0^1(\Omega(\alpha)) \\
b(\tilde{u}, r) = 0 \quad \forall r \in L_0^2(\Omega(\alpha)) \\
(\tilde{u}, \tilde{s})|_{\Gamma(\alpha)} = (\tilde{g}, \tilde{s})|_{\Gamma(\alpha)} \quad \forall \tilde{s} \in H^{1/2}(\Gamma(\alpha))
\end{align*}
$$

(4.15)

$$
\begin{align*}
&\nu a(\tilde{w}, \tilde{v}) + c(\tilde{v}; \tilde{u}, \tilde{w}) + c(\tilde{u}; \tilde{v}, \tilde{w}) + b(\tilde{v}, r) = -2\nu \int_{\Omega(\alpha)} \nabla \tilde{u} \cdot \nabla \tilde{v} \, d\tilde{x} \quad \forall \tilde{v} \in H_0^1(\Omega(\alpha)) \\
b(\tilde{w}, r) = 0 \quad \forall r \in L_0^2(\Omega(\alpha)) \\
\tilde{w} = \tilde{0} \quad \text{on} \quad \Gamma(\alpha)
\end{align*}
$$

(4.16)

$$
\int_I \frac{d\mu}{dx} \frac{d\zeta}{dx} \, dx + \nu \int_{\Gamma} \left( \frac{\partial \tilde{u}}{\partial n} \frac{\partial \tilde{u}}{\partial n} - \frac{\partial \tilde{u}}{\partial n} \frac{\partial \tilde{w}}{\partial n} \right) (\tilde{V}(\zeta) - \tilde{n}) \, ds = 0 \quad \forall \zeta \in H_0^1(I)
$$

(4.17)

$$
\int_I \frac{d\alpha}{dx} \frac{dv}{dx} \, dx = \int_I q \, v \, dx \quad \forall v \in H_0^1(I)
$$

(4.18)

with $\alpha(a) = z_0$ and $\alpha(a) = z_1$, and

$$
\int_I (\beta q + \mu)(\tilde{q} - q) \geq 0
$$

(4.19)

for all $\tilde{a} \in Q_{ad}$ and for all $\tilde{q} \in B_{ad}$. The numerical solution of this system of variational equations and inequalities is a rather important question and thus we propose a simple projected gradient algorithm (see [11, 24]). In practice, one cannot solve the system simultaneously and at each iteration the method requires the sequential solution of the Navier-Stokes system (4.15) and the adjoint system in (4.16). The solution of the two Poisson equations (4.18) and (4.19) is not very expensive but care should be taken to check that the shape $\alpha$ is in $C_{ad}$.
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