VORTICITY DYNAMICS AND NUMERICAL RESOLUTION OF NAVIER-STOKES EQUATIONS
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Abstract. We present a new methodology for the numerical resolution of the hydrodynamics of incompressible viscous Newtonian fluids. It is based on the Navier-Stokes equations and we refer to it as the vorticity projection method. The method is robust enough to handle complex and convoluted configurations typical to the motion of biological structures in viscous fluids. Although the method is applicable to three dimensions, we address here in detail only the two dimensional case. We provide numerical data for some test cases to which we apply the computational scheme.
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1. INTRODUCTION

We present a new methodology for the numerical resolution of the dynamics of incompressible viscous Newtonian fluids. We focus here on the two-dimensional case. The method is applicable to the three-dimensional case as well, as we shall show in a forthcoming paper.

The underlying equations in this study are the Navier-Stokes equations \([8, 23]\), which we recall below. In order to emphasize the new aspects in our approach, we restrict ourselves to the simplest case, namely, flow in a closed vessel, subject to “no slip” (zero velocity) boundary conditions. However, in some of our numerical examples, we use more general boundary conditions.

An important goal in our study is the calculation of motion of complex bodies in viscous fluids in a biological setting (see below). However, from the mathematical point-of-view, it means that the method should be sufficiently robust to handle rather convoluted or complex configurations.

So let \(\Omega \subseteq \mathbb{R}^2\) be a bounded domain with smooth boundary \(\Gamma = \partial \Omega\). Let \(\mathbf{u}(\mathbf{x}, t) = (u^1(\mathbf{x}, t), u^2(\mathbf{x}, t))\), \(\mathbf{x} = (x^1, x^2) \in \Omega\) be the velocity field for \(t \geq 0\). The Navier-Stokes equations for incompressible viscous flow in \(\Omega\) are

\[
\begin{align*}
\partial_t \mathbf{u} + (\mathbf{u} \cdot \nabla)\mathbf{u} &= -\nabla p + \nu \Delta \mathbf{u}, \\
\nabla \cdot \mathbf{u} &= 0
\end{align*}
\]

\(1.1\)
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where \( p = p(x,t) \) is the pressure and \( \nu > 0 \) is the (constant) viscosity coefficient. Equations (1.1) are supplemented by giving the initial condition for velocity
\[
\mathbf{u}(x,0) = \mathbf{u}_0(x), \quad x \in \Omega
\]
and a “no slip” boundary condition
\[
\mathbf{u}(x,t) = \mathbf{0}, \quad x \in \Gamma \text{ and all } t \geq 0.
\]

It has become common practice to refer to \((\mathbf{u},p)\) as “primitive variables”. The most extensive theory concerning existence and uniqueness of solutions is formulated using these variables. This theory, originated by Leray [24] and Ladyzhenskaya [22] assumed (at least) that the total energy is finite (i.e., \( \int_{\Omega} |\mathbf{u}(x,t)|^2 \, dx < \infty \)).

Another approach to the numerical resolution of equations (1.1) is the so-called “projection methodology”. Here the first equation is discretized to finite time intervals and the velocity field \( \mathbf{u}(x,t) \) is updated to the next time level as \( \mathbf{u}(x,t + \Delta t) \). This field is now projected onto the subspace of divergence-free fields, so as to satisfy the (discretized version of) the incompressibility condition \( \nabla \cdot \mathbf{u} = 0 \). We refer to [2, 6, 18, 31] for detailed accounts.

One major drawback of the “primitive variables” approach lies in the difficulties encountered in the study of “vortical flows”, i.e., flows involving vortices, vortex lines or areas of highly concentrated vorticity. From the mathematical point of view, the energy is then infinite [8], beyond the above-mentioned theoretical framework. From the numerical point of view, it becomes necessary to follow directly the evolution of the vorticity.

 Needless to say, such vortical flows represent a large body of common phenomena in various scientific studies (meteorology, aeronautical science...). In particular, we aim at the hydrodynamic study of biological phenomena and structures spanning a wide range of dimensions, velocities, viscosities, and Reynolds numbers. Biological organisms, single or multicellular, are self-propelled and have dynamic, complex, and convoluted surfaces (boundaries). Propulsion (swimming) is carried out by whole body undulations or by means of specialized propellers capable of changing their geometries and physical properties. The analytical methods we propose here should be suitable to handle and analyze the hydrodynamics and microhydrodynamics of complex biological structures in their natural environments.

The “vorticity formulation”, which lies at the basis of our present study, has been very extensively used in computational fluid dynamics, generating a panoply of so called “vortex methods”. We refer the reader to the book [19] and the references cited therein. In the next section, we shall briefly touch further on some aspects associated with these methods.

Our approach is based on the “vorticity-streamfunction” formulation of the equations. It is closely related to the work of Dean-Glowinski-Pironneau [9], Quartapelle and coworkers [29, 30] and W.E and J.-G. Liu [11–13]. See also [26, 33]. The underlying philosophy of this method is to approximate the vorticity field by “sufficiently smooth” objects (see [3, 4] for works justifying the “smoothing effect” in the vorticity equation). We then track its time evolution in terms of its associated streamfunction. Here the biharmonic operator plays a crucial role in the projection of the updated vorticity back onto the subspace where the “vorticity dynamics” takes place. Indeed, this is the vorticity analog of the divergence-free velocity fields. An important corollary of this approach is that we are able to avoid completely the difficulty of determining the vorticity on the boundary \( \Gamma \). This means that “vorticity generation on the boundary” (a major problem encountered by standard methods) is automatically incorporated here. In fact, at each time step the no-slip condition is implemented via a modification of the whole vorticity field and not just its boundary values (as is the practice of all existing methods).

In Section 2 we recall the vorticity-streamfunction formulation. We then introduce in detail our discretized scheme and the way it handles the boundary conditions. We compare our treatment with that suggested by other authors using the same formulation. Then in Section 3 we give some numerical examples. In the first...
two examples we measure the convergence rate of the scheme. Then, the time evolution of two vortices with opposite signs is represented. Numerical results are shown for a driven cavity, a double-driven cavity, a driven cavity with a solid small square inside the domain and a uniform flow over a square cylinder. Finally, we treat a backward facing step, where a recirculation zone behind the step is clearly captured.

2. The vorticity-projection method

The vorticity function, which is scalar in the two-dimensional case, is defined by

\[
\xi(x, t) = \nabla \times u = \partial_{x_1} u^2 - \partial_{x_2} u^1, \quad x \in \Omega. \tag{2.1}
\]

Taking the curl of the first equation in (1.1) we get

\[
\partial_t \xi + (u \cdot \nabla) \xi = \nu \Delta \xi, \quad \xi_0(x, 0) = \nabla \times u_0. \tag{2.2}
\]

The velocity field \(u\) is obtained from \(\xi\) by using (2.1) in conjunction with \(\nabla \cdot u = 0\). This can be done via the “streamfunction formulation” \[23\] as follows. Due to \(\nabla \cdot u = 0\), we have a function \(\psi(x, t)\) such that

\[
u \Delta \psi = \xi
\]

so that invoking (2.1),

Thus, equations (2.2)-(2.4), along with the relation (2.3), serve as the “vorticity-streamfunction” formulation of the problem.

We note first that by integration of (2.1), the “no-slip” condition (1.3) implies

\[
\int_\Omega \xi(x, t) d\mathbf{x} = 0, \text{ all } t \geq 0 \tag{2.5}
\]

Thus, for all \(t, \xi(\bullet, t) \in L^2(\Omega)\), the \(L^2\) functions of mean-value-zero. Furthermore, the relation (2.3) and the “no slip” condition yield

\[
\psi(x, t) = \frac{\partial}{\partial n} \psi(x, t) = 0, \quad x \in \Gamma, \quad t \geq 0 \tag{2.6}
\]

(\(\frac{\partial}{\partial n}\) is the normal derivative). Note that (2.6) follows since \(\psi = \text{const}\) on the boundary and is only determined up to an additive constant. Using standard Hilbert space terminology \[32\], equation (2.6) can be restated as

\[
\psi(\bullet, t) \in H^2_0(\Omega) \tag{2.7}
\]

where \(H^2_0(\Omega)\) is the closure of \(C_0^\infty(\Omega)\) in the \(H^2\) norm. Finally, from (2.4), we infer that

\[
\xi(\bullet, t) \in \Delta(H^2_0(\Omega)) = \text{ the image of } H^2_0(\Omega) \text{ under } \Delta. \tag{2.8}
\]

In particular, it is easily verified that \(\Delta(H^2_0(\Omega)) \subseteq L^2(\Omega)\), so that (2.8) implies (2.5). Moreover, it can be shown \[3\] that \(\Delta(H^2_0(\Omega))\) is a closed subspace of \(L^2_0(\Omega)\), so that

\[
L^2_0(\Omega) = \Delta(H^2_0(\Omega)) \oplus K_0(\Omega) \tag{2.9}
\]
where \( \oplus \) denotes “direct sum” in Hilbert space and \( K_0(\Omega) \) is the subspace of harmonic functions of mean-value-zero.

We note that \( \Delta(H^2_0(\Omega)) \) is the subspace of “vorticity dynamics” (associated with the “no slip” boundary condition) and that equation (2.8) is the basis of our method.

When solving the system (2.2)-(2.4) we note that the streamfunction \( \psi \) is subject to two (Dirichlet + Neumann) boundary conditions, thus rendering (2.4) as an overdetermined equation (for a given \( \xi \)). On the other hand, no (explicit) boundary conditions are provided for the vorticity, so that (2.2) is underdetermined. Thus, “the vorticity-streamfunction system is inextricably coupled” [17] p. 429. From both the mathematical and physical points of view the correct assignment of the vorticity on the boundary \( \Gamma \) is crucial in obtaining accurate simulations of the flow. In particular, these boundary values determine the shape of the “boundary layer”. In the context of “vortex methods” the most common treatment is that of deriving suitable boundary values for \( \xi \) based on a simplified model, such as the “Prandtl model”. We refer to [7,8,14,19] for further details. In the context of the present vorticity-streamfunction formulation, the problem of “vorticity boundary conditions” has been studied by Anderson [1], Quartapelle et al. [10,29,30] and E and Liu [11–13]. Roughly speaking, the basic idea is to derive linear (“orthogonality”) conditions that must be satisfied by the vorticity, as is seen from (2.9). This is a set of linear equations corresponding to the discrete analog of the subspace \( K_0(\Omega) \) of harmonic functions. However, “unfortunately, this full system of equations has a rather cumbersome profile since the equations expressing the integral conditions have almost all coefficients different from zero” [10] p. 878. This is remedied and simplified in the method proposed by Dean, Glowinski and Pironneau [9] by splitting equations (2.2)-(2.4) into two separate Poisson equations. Another “localized” approach to the vorticity boundary conditions was presented by E and Liu [11–13].

To describe our approach for the discretization of (2.2)-(2.4), assume that a first approximation \( (1)\) has been obtained from \( (x; t + \Delta t) \) by using equation (2.2) (in discretized, explicit form). Then, we find the associated streamfunction \( (x; t + \Delta t) \) by applying the Laplacian to (2.4),

\[
\Delta^2 \psi = \Delta \xi^{(1)}, \quad \psi \in H^2_0(\Omega). \tag{2.10}
\]

Indeed, by (2.7), we seek \( \psi \in H^2_0 \), and standard elliptic theory gives that \( \Delta^2 \) is the natural (Dirichlet) operator for this boundary-value problem.

Finally, with \( \psi \) defined by (2.10), we redefine

\[
\xi(x, t + \Delta t) = \Delta \psi(x, t + \Delta t) \tag{2.11}
\]

which is then used as the final value of the vorticity field at time \( t + \Delta t \). Observe that this definition serves indeed as the projection of the first approximation \( \xi^{(1)}(x, t + \Delta t) \) on the subspace \( \Delta(H^2_0(\Omega)) \). Here, not only the boundary values of \( \xi^{(1)} \) are adjusted to conform with the “no slip” condition, but the whole vorticity field is suitably modified.

In practice, our algorithm consists of the following discretization of equations (2.2), (2.10) and (2.11). To simplify the exposition, we assume that \( \Omega = [a, b] \times [c, d] \). We lay out a uniform grid

\[ x_i = a + i \Delta x, \quad y_j = c + j \Delta y, \quad t_n = n \Delta t, \]

for \( i = 0, \ldots, M \), \( j = 0, \ldots, K \), \( n = 0, \ldots, N \),

where \( \Delta x = \frac{b-a}{M} \), \( \Delta y = \frac{d-c}{K} \) and \( \Delta t \) is determined by the stability considerations.
Denote by $\xi^n_{ij}$ and $\psi^n_{ij}$ approximations for $\xi$ and $\psi$, respectively, at $(x_i, y_j, t_n)$. For any discrete function $f_{ij}$, define

\[
\delta_x f_{ij} = \frac{f_{i+1,j} - f_{i-1,j}}{2\Delta x},
\]

\[
\delta_y f_{ij} = \frac{f_{i,j+1} - f_{i,j-1}}{2\Delta y},
\]

\[
\delta_x^2 f_{ij} = \delta_x(\delta_x f_{ij}) = \frac{f_{i-1,j} - 2f_{i,j} + f_{i+1,j}}{(\Delta x)^2},
\]

\[
\delta_y^2 f_{ij} = \delta_y(\delta_y f_{ij}) = \frac{f_{i,j-1} - 2f_{i,j} + f_{i,j+1}}{(\Delta y)^2}.
\]

Given the discretized vorticity and streamfunction, $\xi^n_{ij}$ and $\psi^n_{ij}$, at time $t = n\Delta t$, we advance then to $t = (n + 1)\Delta t$ by the following algorithm:

(a) In the first step, $\xi$ is updated by a discretization of equation (2.2), i.e.,

\[
\xi^{n+1}_{ij} = \xi^n_{ij} - \Delta t\{-\delta_y \psi^n_{ij} \cdot \delta_x \xi^n_{ij} + \delta_x \psi^n_{ij} \cdot \delta_y \xi^n_{ij}\} + \nu\Delta t\{\delta_x^2 \xi^n_{ij} + \delta_y^2 \xi^n_{ij}\} + \mathcal{G}_n^{n+1}
\]

(2.12)

for all interior points $i = 1, \ldots, M - 1$, $j = 1, \ldots, K - 1$. On the boundary, $i = 0, M$ or $j = 0, N$, $\xi$ is left unchanged, i.e., $\xi^{n+1}_{ij} = \xi^n_{ij}$. Letting $\xi^n_{ij} = G^n e^{\alpha \Delta x} e^{\beta \Delta y}$, we have for the linear version of (2.12), that

\[
|G|^2 = \left[1 - \frac{4\nu\Delta t}{(\Delta x)^2} \sin^2 \frac{\alpha \Delta x}{2} - \frac{4\nu\Delta t}{(\Delta y)^2} \sin^2 \frac{\beta \Delta y}{2}\right]^2 + \left[\frac{\Delta t}{\Delta x} \sin(\alpha \Delta x) + \frac{\Delta t}{\Delta y} \sin(\beta \Delta y)\right]^2,
\]

where $u$ and $v$ are (frozen) constants.

If $\nu \leq 1$ the stability condition $|G| \leq 1 + O(\Delta t)$ is clearly satisfied when

\[
\Delta t \left[\frac{1}{(\Delta x)^2} + \frac{1}{(\Delta y)^2}\right] \leq \frac{1}{2},
\]

(Observe that, in fact, if $\nu << 1$, we can replace the above condition by

\[
\Delta t \left[\frac{1}{(\Delta x)^2} + \frac{1}{(\Delta y)^2}\right] \leq \min(\frac{1}{2\nu}, C),
\]

where $C > 0$ can be chosen rather large).

We note here that with some modifications, the time integration can be converted to an implicit Crank-Nicholson scheme. Such a scheme will be presented later on in this section.

(b) In the second step of the algorithm, we construct $\psi$ from $\xi$ by discretizing (2.10), i.e., by

\[
\delta_x^2 \delta_x^2 \psi_{i,j}^{n+1} + 2\delta_x^2 \delta_y^2 \psi_{i,j}^{n+1} + \delta_y^2 \delta_y^2 \psi_{i,j}^{n+1} = \Delta t \delta_x \xi_{i,j} + \delta_y \xi_{i,j}.
\]

(2.13)

for all interior points $i = 2, \ldots, M - 2$, $j = 2, \ldots, K - 2$, i.e., for all points excluding boundary points and near-boundary points. On the boundary points $i = 0, M$, or $j = 0, K$, $\psi = 0$ is applied, and on near-boundary points $i = 1, M - 1$ or $j = 1, K - 1$, $\frac{\partial \psi}{\partial n}$ is approximately imposed. For example, for $i = 1$ $\psi(1, j) = \psi(0, j) + \Delta x \frac{\partial \psi}{\partial n}(0, j)$, where $\frac{\partial \psi}{\partial n}(0, j)$ is known from the boundary condition (2.6). Note that the left hand side of (2.13) can be computed for $i = 2, \ldots, M - 2$, $j = 2, \ldots, K - 2$ from the values of $\psi^n_{i,j}$ at $i = 0, \ldots, M$, $j = 0, \ldots, K$, and the right hand side of (2.13) can be computed for $i = 2, \ldots, M - 2$, $j = 2, \ldots, K - 2$ from the values of $\xi^{n+1}_{i,j}$ at
for all points \( i = 0, \ldots, M, \ j = 0, \ldots, K \).

The resulting set of equations is of the form \( A\Psi = B \), where \( \Psi \) is an unknown vector of the discrete streamfunction values at interior points and \( A \) is a symmetric banded matrix. The latter may be solved by a Cholesky factorization of \( A \) into \( LL^T \), where \( L \) is a banded lower triangular matrix. In [5] Bjorstad improved the latter by decomposing \( A \) into matrices that represent discrete operators in each spatial direction. The resulting algorithm has a complexity of \( O(MK) \).

(c) Finally, we redefine \( \xi \) at \( t = (n + 1)\Delta t \) by a discrete version of the projection described in equation (2.11), i.e., by

\[
\xi_{ij}^{n+1} = \delta_x^2 \psi_{ij}^{n+1} + \delta_y^2 \psi_{ij}^{n+1}
\]

for all points \( i = 0, \ldots, M, \ j = 0, \ldots, K \). The boundary values are determined by one-sided differentiations.

Thus, equations (2.12)-(2.14) determine the discrete values of \( \xi \) and \( \psi \) at \( t = (n + 1)\Delta t \).

One can also construct an implicit second order scheme (Crank-Nicholson) as follows.

\[
\frac{\xi_{ij}^{n+1} - \xi_{ij}^n}{\Delta t} = \left\{ -\delta_y \psi_{ij}^{n+1/2} \cdot \delta_x \xi_{ij}^{n+1/2} + \delta_x \psi_{ij}^{n+1/2} \cdot \delta_y \xi_{ij}^{n+1/2} \right\} + \nu \left( \frac{\delta_x^2 \xi_{ij}^n}{2} + \frac{\delta_y^2 \xi_{ij}^n}{2} + \delta_x^2 \psi_{ij}^{n+1} + \delta_y^2 \psi_{ij}^{n+1} \right)
\]

(2.15)

Here \( \xi_{ij}^{n+1/2} \) is obtained by Taylor expansion of \( \xi \), using the differential equation (2.2), i.e.,

\[
\xi(x, y, t + \Delta t/2) = \xi(x, y, t) + \frac{\Delta t}{2} \xi_t(x, y, t) + O(\Delta t^2)
\]

\[
= \xi(x, y, t) + \frac{\Delta t}{2} \left\{ -(u(x, y, t) \cdot \nabla)\xi(x, y, t) + \nu \Delta \xi(x, y, t) \right\} + O(\Delta t^2).
\]

Therefore,

\[
\xi_{ij}^{n+1/2} = \xi_{ij} - \frac{\Delta t}{2} \left\{ -\delta_y \psi_{ij}^n \cdot \delta_x \xi_{ij}^n + \delta_x \psi_{ij}^n \cdot \delta_y \xi_{ij}^n \right\} + \nu \frac{\Delta t}{2} \left\{ \delta_x^2 \xi_{ij}^n + \delta_y^2 \xi_{ij}^n \right\}.
\]

(2.16)

Then we construct \( \psi_{ij}^{n+1/2} \) via step (b), i.e.,

\[
\delta_x^2 \psi_{ij}^{n+1/2} + 2\delta_x \delta_y \psi_{ij}^{n+1/2} + \delta_y^2 \psi_{ij}^{n+1/2} = \delta_x^2 \xi_{ij}^n + \delta_y^2 \xi_{ij}^n
\]

(2.17)

for all interior points \( i = 2, \ldots, M - 2, \ j = 2, \ldots, K - 2 \). On the boundary and near-boundary points - the boundary conditions are imposed on \( \psi \) in the same way as in step (b) above.

Finally, \( \xi_{ij}^{n+1/2} \) is updated by step (c) as follows.

\[
\xi_{ij}^{n+1} = \delta_x^2 \psi_{ij}^{n+1/2} + \delta_y^2 \psi_{ij}^{n+1/2}
\]

(2.18)

for all points \( i = 0, \ldots, M, \ j = 0, \ldots, K \).

Now, the approximated values of \( \xi_{ij}^{n+1/2} \) and \( \psi_{ij}^{n+1/2} \) are substituted in (2.15), which yields an implicit second order scheme for (2.2). From here, we proceed with steps (b) and (c) as before.

The stability condition for this scheme, based on linear analysis, is

\[
\Delta t \left[ \frac{\max|u|}{\Delta x} + \frac{\max|v|}{\Delta y} \right] \leq 1.
\]
3. Numerical Results

We present here several problems, for which we applied our scheme. All the examples were studied using the explicit scheme. In the first and second examples we measure the rate of convergence.

The first test problem has the following initial vorticity
\[ \xi(x, y, 0) = \pi \cos(2\pi x) \sin^2(\pi y) + \sin^2(\pi x) \cos(2\pi y), \tag{3.1} \]
and streamfunction
\[ \psi(x, y, 0) = (1/\pi) \sin^2(\pi x) \sin^2(\pi y), \tag{3.2} \]
for \(0 \leq x, y \leq 1\) [2]. The appropriate boundary conditions are \( \psi = \frac{\partial \psi}{\partial n} = 0\) on \( \Gamma \).

We have measured the numerical rate of convergence for \( \nu = 0.01, 0.001, 0.0001 \). For each \( \nu \) we computed the solution on a uniform grid with \( h = \Delta x = \Delta y = 1/2^n \), for \( n = 4, 5, 6, 7 \) to \( t = 0.1\). To estimate the rate of convergence, we compare the streamfunction, obtained on a grid with mesh size \( h \), \( \psi_h \), with the one obtained on the next finer grid, \( \psi_{h/2} \).

This is done by computing \( e(h) = \| \psi_{h/2} - \psi_h \|_2 \). Here \( \psi_{h/2} \) is the averaged value of \( \psi_{h/2} \), computed at the coarser mesh points, and the average is taken on the coarse-point itself and its next four finer-mesh neighbors. \( L^2 \) indicates the discrete \( L^2 \) norm. The results are represented in Table 1. Note that the rate of convergence is then given by
\[ p = \log_2 \left( \frac{e(h)}{e(h/2)} \right). \]

<table>
<thead>
<tr>
<th>mesh</th>
<th>16-32 Rate</th>
<th>32-64 Rate</th>
<th>64-128 Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nu = 0.01 )</td>
<td>1.167 \times 10^{-3}</td>
<td>2.40</td>
<td>3.162 \times 10^{-4}</td>
</tr>
<tr>
<td>( \nu = 0.001 )</td>
<td>2.031 \times 10^{-3}</td>
<td>2.06</td>
<td>4.842 \times 10^{-4}</td>
</tr>
<tr>
<td>( \nu = 0.0001 )</td>
<td>2.066 \times 10^{-3}</td>
<td>2.02</td>
<td>5.063 \times 10^{-4}</td>
</tr>
</tbody>
</table>

The computed results indicate that the numerical rate of convergence is approximately 2.

A second test problem has a known exact solution [6]
\[ \xi(x, y, t) = e^{-2t} \sin x \sin y, \quad 0 \leq x, y \leq \pi. \tag{3.3} \]

Table 2 displays the error \( e \) and the relative error \( e_r \), where
\[ e = \| \xi_{\text{comp}} - \xi_{\text{exact}} \|_2, \]
and \( e_r = e/\| \xi_{\text{exact}} \|_2 \). Here, \( \xi_{\text{comp}} \) and \( \xi_{\text{exact}} \) are computed and exact vorticities, respectively. We present results for different time-levels and number of mesh points, with \( \nu = 1 \).

The third test problem, on which we have implemented the scheme, contains two concentrated vortices of opposite signs, located at two different points of the domain \( \Omega = [-5, 5] \times [-5, 5] \). Thus
\[ \xi(x, y, 0) = \begin{cases} 
{1 - 64[(x - 2)^2 + (y - 2)^2]^7}, & (x - 2)^2 + (y - 2)^2 \leq 1/64, \\
-1 - 64[(x + 2)^2 + (y + 2)^2]^7, & (x + 2)^2 + (y + 2)^2 \leq 1/64, \\
0, & \text{otherwise.} \end{cases} \tag{3.4} \]

Figures 1a–d represent the calculated vorticity at \( t = 0.0078, 0.234, 0.391, 7.812 \), respectively, with a spatial mesh of \( 41 \times 41 \) points. Similarly, Figures 2a–d show the time evolution of the streamfunction. Note that at the last step the vorticity and the streamfunction decay to the order of \( 10^{-6} \).
Table 2.

<table>
<thead>
<tr>
<th>mesh</th>
<th>$M = K = 10$</th>
<th>Rate</th>
<th>$M = K = 20$</th>
<th>Rate</th>
<th>$M = K = 40$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 1$</td>
<td>$2.522 \times 10^{-3}$</td>
<td>2.67</td>
<td>$3.943 \times 10^{-4}$</td>
<td>2.00</td>
<td>$9.861 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\epsilon_t$</td>
<td>$1.151 \times 10^{-2}$</td>
<td></td>
<td>$1.849 \times 10^{-3}$</td>
<td></td>
<td>$4.630 \times 10^{-4}$</td>
</tr>
<tr>
<td>$t = 2$</td>
<td>$3.334 \times 10^{-3}$</td>
<td>2.64</td>
<td>$5.344 \times 10^{-5}$</td>
<td>2.67</td>
<td>$1.332 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\epsilon_t$</td>
<td>$1.152 \times 10^{-2}$</td>
<td></td>
<td>$1.849 \times 10^{-3}$</td>
<td></td>
<td>$4.630 \times 10^{-4}$</td>
</tr>
<tr>
<td>$t = 3$</td>
<td>$4.632 \times 10^{-5}$</td>
<td>2.67</td>
<td>$7.242 \times 10^{-6}$</td>
<td>2.00</td>
<td>$1.806 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\epsilon_t$</td>
<td>$1.152 \times 10^{-2}$</td>
<td></td>
<td>$1.849 \times 10^{-3}$</td>
<td></td>
<td>$4.630 \times 10^{-4}$</td>
</tr>
<tr>
<td>$t = 4$</td>
<td>$6.124 \times 10^{-6}$</td>
<td>2.64</td>
<td>$9.815 \times 10^{-7}$</td>
<td>2.64</td>
<td>$2.477 \times 10^{-7}$</td>
</tr>
<tr>
<td>$\epsilon_t$</td>
<td>$1.152 \times 10^{-2}$</td>
<td></td>
<td>$1.849 \times 10^{-3}$</td>
<td></td>
<td>$4.630 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Figure 1. Vorticity contours for two opposite-sign vortices.

Next, we show numerical results for a driven cavity with $\nu = 1/400$. Here the domain is $\Omega = [0, 1] \times [0, 1]$ and the fluid is driven in the $x$-direction on the top section of the boundary ($y = 1$). Thus, $u = 1$, $v = 0$ for $y = 1$, and $u = v = 0$ for $x = 0$, $x = 1$ and $y = 0$. In Table 3 we present computational quantities for different meshes and time-levels. We show $\max |\psi|$, $(\bar{x}, \bar{y})$, where $(\bar{x}, \bar{y})$ is the point where $\max |\psi|$ occurs, and the value of the vorticity at these points. The meshes are of $129 \times 129$, $193 \times 193$ and $257 \times 257$ points and the time levels are $t = 9, 15, 30, 45$. Note that the highest absolute value of the streamfunction at the latest time step is 0.1128. Here the maximum occurs at $(\bar{x}, \bar{y}) = (0.5664, 0.5781)$, where the value of the vorticity is 2.3185. Note
also that the location \((\bar{x}, \bar{y})\) for the finest grid has been stabilized at \(t = 15\). In [15] \(\max |\psi| = 0.1139\) occurs at \((0.5547, 0.6055)\), where the value of the vorticity is 2.2947.

In Table 4 we display the same flow quantities as in Table 3, but for \(\nu = 1/3200\) at \(t = 60, 120, 150, 180\). The meshes are of \(193 \times 193, 257 \times 257\) and \(513 \times 513\) points. Note that with each of the meshes the flow quantities tend to converge to a steady state as time progresses. At the latest time level on the finest grid the maximal value of \(|\psi|\) is 0.1246, which is obtained at \((\bar{x}, \bar{y}) = (0.5254, 0.5078)\), and \(\xi(\bar{x}, \bar{y}) = 2.0447\). The values reported in [15] are \(\max |\psi| = 0.1204\), obtained at \((0.5165, 0.5469)\), with \(\xi = 1.9886\). Figures 3a–d and 4a–d display the

<table>
<thead>
<tr>
<th>time</th>
<th>quantity</th>
<th>(129 \times 129)</th>
<th>(193 \times 193)</th>
<th>(257 \times 257)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>(\max</td>
<td>\psi</td>
<td>) ((\bar{x}, \bar{y}))</td>
<td>0.1224 ((0.5703, 0.5859))</td>
</tr>
<tr>
<td>15</td>
<td>(\max</td>
<td>\psi</td>
<td>) ((\bar{x}, \bar{y}))</td>
<td>0.1223 ((0.5625, 0.5859))</td>
</tr>
<tr>
<td>30</td>
<td>(\max</td>
<td>\psi</td>
<td>) ((\bar{x}, \bar{y}))</td>
<td>0.1217 ((0.5625, 0.5859))</td>
</tr>
<tr>
<td>45</td>
<td>(\max</td>
<td>\psi</td>
<td>) ((\bar{x}, \bar{y}))</td>
<td>0.1214 ((0.5625, 0.5859))</td>
</tr>
</tbody>
</table>
streamfunction and the vorticity contours, respectively, at $t = 60$, 120, 150, 180, using a $513 \times 513$ mesh. Note that the transients to steady state are smooth. In Figures 5a–b we present velocity components $u(0.5, y)$ and $v(x, 0.5)$ (solid lines) compared with values obtained in [15] (marked by “+”), for $\nu = 1/3200$ at $t = 90, 180$, respectively.

![Figure 3. Driven cavity for $\nu = 1/3200$: streamfunction contours.](image)

<table>
<thead>
<tr>
<th>time</th>
<th>quantity</th>
<th>$193 \times 193$</th>
<th>$257 \times 257$</th>
<th>$513 \times 513$</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>$\max</td>
<td>\psi</td>
<td>(\hat{x}, \hat{y})$</td>
<td>0.2007 (0.5260, 0.5156)</td>
</tr>
<tr>
<td></td>
<td>$\xi(\hat{x}, \hat{y})$</td>
<td>4.5183</td>
<td>3.8447</td>
<td>2.7497</td>
</tr>
<tr>
<td>120</td>
<td>$\max</td>
<td>\psi</td>
<td>(\hat{x}, \hat{y})$</td>
<td>0.2017 (0.5260, 0.5156)</td>
</tr>
<tr>
<td></td>
<td>$\xi(\hat{x}, \hat{y})$</td>
<td>4.4479</td>
<td>3.5662</td>
<td>2.1420</td>
</tr>
<tr>
<td>150</td>
<td>$\max</td>
<td>\psi</td>
<td>(\hat{x}, \hat{y})$</td>
<td>0.2018 (0.5260, 0.5156)</td>
</tr>
<tr>
<td></td>
<td>$\xi(\hat{x}, \hat{y})$</td>
<td>4.4535</td>
<td>3.5434</td>
<td>2.0736</td>
</tr>
<tr>
<td>180</td>
<td>$\max</td>
<td>\psi</td>
<td>(\hat{x}, \hat{y})$</td>
<td>0.2019 (0.5260, 0.5156)</td>
</tr>
<tr>
<td></td>
<td>$\xi(\hat{x}, \hat{y})$</td>
<td>4.4563</td>
<td>3.5297</td>
<td>2.0447</td>
</tr>
</tbody>
</table>
A similar problem, that we considered, has the same geometry $\Omega$, but here the fluid is driven also in the negative $y-$direction at the right-end of $\Omega$. Thus, $u = -1$, $v = 0$ for $y = 1$, $u = 0$, $v = -1$ for $x = 1$, $u = v = 0$ for $x = 0$ and $y = 0$. We picked $\nu = 1/1000$ and a $81 \times 81$ mesh. Figures 6a–d and 7a–d represent the streamfunction and the vorticity evolution, respectively, at $t = 0.04$, 0.39, 3.90 and 7.81.

Figure 4. Driven cavity for $\nu = 1/3200$: vorticity contours.

Figure 5. Velocity components in the driven cavity (solid lines), compared with Ghia et al. (marked “+”).
Figure 6. Double-driven cavity for $\nu = 1/1000$: streamfunction contours.

Figure 7. Double-driven cavity for $\nu = 1/1000$: vorticity contours.
In Figures 8a–d we display vorticity contours at $t = 1.5, 3, 18, 45$ respectively for $\nu = 1/10000$ with a $257 \times 257$ grid.

Note that the computational results remain stable, retain the symmetry along $y = x$ and capture small scale phenomenon at high Reynolds numbers. In [27] a Hopf bifurcation and break of symmetry are observed at $\nu = 1/5000$, but we could not confirm it. The differences may be explained by the observation that in [27] the initial condition was taken as the steady-state solution of the same problem with a lower Reynolds number. Here the flow starts impulsively from zero and a steady-state is not yet fully reached.

We further demonstrate results for a flow over a square cylinder. The computational domain is $0 \leq x \leq 12, 0 \leq y \leq 3$, and the square cylinder lies at $8 \leq x \leq 9, 1 \leq y \leq 2$. On the outer boundaries we impose $u = -1, v = 0$, and on the inner boundary (the cylinder) $u = v = 0$. We picked $\nu = 10^{-3}$. Figures 9a–d display the velocity field at $t = 2.5, 5, 7.5, 10$ respectively, using a $121 \times 31$ mesh. A Karman vortex street develops as time evolves (see [21] for computations using a control volume formulation, [20] for computations including ground effects and [25] for experimental results).

Our last example is a backward facing step, so that the inflow section is smaller than the outflow one. We thank O. Pironneau for suggesting to us this example, including the initial data. This geometry produces a fluid recirculation zone, that is clearly captured in the results. The setup is shown in Figure 10. We impose a parabolic inflow at the entrance ($x = 0$), i.e., $u = 1 - y^2$, $v = 0$ and a parabolic outflow at the exit ($x = 12$), i.e., $u = C(1 - y)(y + 2)$. The constant $C$ is determined such that the flux at the entrance equals the flux at the exit. Thus $C = 8/27$. We picked $\nu = 1/1000$.

In Figures 11a–d we show contours of the horizontal velocity $u$ at times 1.25, 2.5, 5, 7.5 on a $121 \times 31$ mesh. Then, for the same times, we show the corresponding contours of the streamfunction in Figures 12a–d, and the corresponding velocity maps in Figures 13a–d. Similar computations were done for the physical domain $0 \leq x \leq 30, -2 \leq y \leq 1$, where the step lies in $0 \leq x \leq 3, -2 \leq y \leq -1$ with $\nu = 1/150$. Figures 14a–d
Figure 9. Velocity field for a flow over a square cylinder.

Figure 10. A backward facing step.
Figure 11. Horizontal velocity in backward facing step for $\nu = 1/1000$.

Figure 12. Streamfunction in backward facing step for $\nu = 1/1000$. 
Figure 13. Velocity field in backward facing step for $\nu = 1/1000$.

Figure 14. Streamfunction contours in backward facing step for $\nu = 1/150$. 
represent streamfunction contours at $t = 5, 7.5, 10, 12.5$ respectively. Note that the length of the wake behind the cylinder is approximately of 8.2 length units. The latter compares favorably with computations done by Glowinski [16].
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