NUMERICAL ANALYSIS OF NONLINEAR ELLIPTIC-PARABOLIC EQUATIONS

Emmanuel Maitre\(^1\)

Abstract. This paper deals with the numerical approximation of mild solutions of elliptic-parabolic equations, relying on the existence results of Benilan and Wittbold (1996). We introduce a new and simple algorithm based on Halpern’s iteration for nonexpansive operators (Bauschke, 1996; Halpern, 1967; Lions, 1977), which is shown to be convergent in the degenerate case, and compare it with existing schemes (Jäger and Kačur, 1995; Kačur, 1999).
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1. INTRODUCTION

Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^d \), \( d \geq 1 \), and \( Q = (0, T) \times \Omega \) for \( T > 0 \). Let \( b \) a continuous nondecreasing function on \( \mathbb{R} \) with \( b(0) = 0 \), and \( \upsilon_0 \in L^1(\Omega) \) such that \( \upsilon_0(x) \in \overline{b(\mathbb{R})} \) a.e. on \( \Omega \). For \( f \in L^1(Q) \) we consider, from a numerical point of view, the following problem: find a function \( u \) verifying

\[
\begin{aligned}
\frac{\partial b(u)}{\partial t} - \text{div} a(u, \nabla u) &= f & \text{on } Q, \\
u &= 0 & \text{on } (0, T) \times \partial \Omega, \\
b(u)(0) &= \upsilon_0 & \text{on } \Omega,
\end{aligned}
\]

where \( a : (z, \xi) \in \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) is continuous in \( z, \xi \) and monotone in \( \xi \). The fact that \( b \) could become constant, brings the degeneracy from parabolic to elliptic.

This kind of equations arises naturally in a number of physical models among which are the porous medium equation, ferromagnetism hysteresis, etc. Our motivation was the study of the pressure equation in an injection moulding process, which can be written as a doubly nonlinear equation \[17\].

The existence of solution to \((EP)\) in this form was first established by Alt and Luckhaus [1] and Simondon [20], whereas uniqueness results were obtained more recently by Otto [19]. In [5], existence of mild solutions was obtained under weaker structure assumptions on \( a \):

\[
(H1) \quad \begin{cases}
(a(z, \xi) - a(z, 0)) \cdot \xi \geq \lambda(b(z))|\xi|^p & \text{for all } (z, \xi) \in \mathbb{R} \times \mathbb{R}^d \\
|a(z, \xi)| \leq \Lambda(z)(1 + |\xi|^{p-1}) & \text{for all } (z, \xi) \in \mathbb{R} \times \mathbb{R}^d,
\end{cases}
\]
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where $\lambda > 0$, $\Lambda, R \geq 0$ are continuous functions and $1 < p < \infty$.

References to articles dealing with variational solutions, sometimes with different assumptions on $a$ (in particular for time dependence), can be found in the bibliography of [18].

The numerical analysis of related problems was first considered in [4, 16] in the case where $b^{-1}$ is Lipschitz continuous and the equation written as a porous-medium equation. This scheme was adapted to more general porous medium equations in [10, 13]. More recently Jäger and Kačur [11] and Kačur [12] studied the numerical approximation of $(EP)$. However their numerical scheme was shown to converge for strictly increasing and Lipschitz continuous $b$, or in the particular case where $a$ depends on $u$ through $b(u)$.

In this article we introduce a numerical scheme for the case where $b$ could become constant, but remains between two strictly increasing linear functions outside some compact set (see Rem. 1.1):

\[ b \text{ is a locally Lipschitz function on } \mathbb{R} \text{ and} \]
\[ \exists K \geq 0, \exists (\ell, L), 0 < \ell \leq L, \forall r \in \mathbb{R}, |r| \geq K, \min(\ell r, L r) \leq b(r) \leq \max(\ell r, L r). \]

Note that under this assumption $b$ can still become constant on some open set. However the constant steps have to be of bounded length.

**Remark 1.1.** For example if we consider $b(r) = 0$ on $[-1, 1], b(r) = r - 1$ on $[1, +\infty]$ and $b(r) = r + 1$ on $[-\infty, -1]$ $(H2)$ is verified with $K = 2, L = 1, \ell = \frac{1}{2}$. However both $b(r) = \text{sgn}(r)\sqrt{|r|}$ and $b(r) = \max(r, 0)$, fail to verify $(H2)$, the first one because it is non-Lipschitz in zero, the second one because it does not remain between to strictly increasing linear functions in the neighborhood of $-\infty$.

## 2. Existence of mild solutions

Note that under assumptions $(H1)$ and $(H2)$, the existence of weak solutions is an open question, although some progress in that direction have been made recently [6] in dimension one. The good notion of solution there, is the notion of mild solutions since it is proved in [5] that there exists an exact mild solution $u$ of $(EP)$. However the technics developed thereafter can be adapted to a varying step subdivision without difficulty. So we chose for sake of readability to present the constant step algorithm.

\[ f_1, \ldots, f_N \in L^\infty(\Omega) \text{ such that } \sum_n \int_{t_n}^{t_{n+1}} \|f(t) - f_{n+1}\|_1 dt \leq h, \]
\[ u_0 \in L^\infty(\Omega) \text{ such that } \|u_0 - b(u_0)\|_1 \leq h, \]
there exists $(u_1, \ldots, u_N)$ verifying for $n = 0, \ldots, N - 1$

\[
\begin{aligned}
\begin{cases}
\frac{b(u_{n+1}) - b(u_n)}{h} - \text{div} a(u_{n+1}, \nabla u_{n+1}) = f_{n+1} & \text{in } D'(\Omega) \\
u_{n+1} \in W^{1,p}_0(\Omega) \cap L^\infty(\Omega)
\end{cases}
\end{aligned}
\]

and such that $\|v(t) - b(u_{n+1})\|_1 \leq \varepsilon$ for any $t \in (t_n, t_{n+1}], n = 0, \ldots, N - 1$.

**Remark 2.1.** The exact mild solution verifies more than the preceding, since the time subdivision needs not to be of constant step. It could be useful for an adaptative time step numerical scheme (see the final discussion and conclusion). However the technics developed thereafter can be adapted to a varying step subdivision without difficulty. So we chose for sake of readability to present the constant step algorithm.
3. EXISTING SCHEMES FOR RELATED PROBLEMS

The idea in [11] (under their assumptions a weak solution does exist) is basically to approach the solution of the equivalent equation

\[ b'(u)u_t - \text{div} a(u, \nabla u) = f \]  

by the following scheme: for \( N \) integer and \( h = \frac{T}{N} \) we denote by \( u_n \) the approximation of \( u(t_n) \). Given \( u_n \), to get \( u_{n+1} \) one first compute the solution \( \theta_{n+1} \) of the elliptic problem

\[ \lambda_n(\theta_{n+1} - u_n) - h \text{div} a(u_n, \nabla \theta_{n+1}) = hf(t_{n+1}) \]  

with the Dirichlet boundary condition, where \( \lambda_n \in L^\infty(\Omega) \) should verify

\[ \left\| \lambda_n - \frac{b_d((1-\alpha)u_n + \alpha \theta_{n+1}) - b_d(u_n)}{\theta_{n+1} - u_n} \right\|_\infty < h. \]

Then \( u_{n+1} \) is obtained by

\[ u_{n+1} = (1-\alpha)u_n + \alpha \theta_{n+1}. \]

The function \( b_d \) is a regularization of \( b : b_d(s) = b(s) + h^d s; d \in (0, \frac{1}{2}) \) and \( \alpha \) close to 1 are the parameters of the method. The coefficient \( \lambda_n \) is obtained eventually thanks to an iteration

\[ \lambda_n^{k+1} = \frac{b_d((1-\alpha)u_n + \alpha \theta_{n+1}^k) - b_d(u_n)}{\theta_{n+1}^k - u_n} \]

where \( \theta_{n+1}^k \) is obtained as the solution of (3) with \( \lambda_n = \lambda_n^k \). This algorithm is proved to converge when \( b \) is strictly increasing and Lipschitz continuous. The numerical scheme we present now is stable even when \( b' \) is identically zero on some open set, or does not satisfy a global Lipschitz condition (see (H2)).

4. NUMERICAL ALGORITHM

Given \( f_1, \ldots, f_N, u_0 \), we are now addressing the problem of the numerical resolution of (1). We point out that the initial condition in (EP) is in fact given on \( b(u) \) instead of \( u \) for a parabolic problem. This is because in (EP), in general, one has only the time continuity of \( b(u) \). If \( b \) has some constant steps in its graph, then the initial condition on \( u \) can be undetermined.

For the same reason, the explicit scheme

\[
\begin{aligned}
\frac{b(u_{n+1}) - b(u_n)}{h} - \text{div} a(u_n, \nabla u_n) &= f_{n+1}, & n = 0, \ldots, N - 1 \\
b(u_0) &= v_0, 
\end{aligned}
\]

could easily be solve in \( v_{n+1} := b(u_{n+1}) \) but nothing could prevent \( v_{n+1} \) from going out of the range of \( b \). Then \( u_{n+1} \) could not be recovered. And even if \( v_{n+1} \) remains in the range of \( b \), its degeneracy could bring a bad numerical behavior.

So we have to solve the implicit scheme directly in \( u \). For this we introduce the following iterative process to get \( u_{n+1} \) from \( u_n \):

\[
\begin{aligned}
&\text{(S)} \quad \begin{cases}
\text{Let } u_{n+1}^k \in L^\infty(\Omega) \text{ (e.g. } u_n \text{), solve for } k = 0, 1, \ldots, \\
u_{n+1}^{k+1} - \rho \text{ div } a(u_{n+1}^{k+1}, \nabla u_{n+1}^{k+1}) = \lambda_k u_{n+1}^{k+1} - \frac{\rho}{h} \left( b(\lambda_k u_{n+1}^{k+1}) - b(u_n) \right) + \rho f_{n+1}
\end{cases}
\end{aligned}
\]
where $\rho > 0$ is a given parameter, and $(\lambda_k)$ is a sequence of $]0, 1[$ such that

$$\lim_{k \to \infty} \lambda_k = 1, \quad \prod_{k \geq 0} \lambda_k = 0, \quad \sum_{k \geq 0} |\lambda_{k+1} - \lambda_k| < \infty. \quad (4)$$

For example $\lambda_k = 1 - \frac{1}{k+1}$ is a convenient choice. Note that the introduction of $\lambda_k$ in this scheme is an application of the ideas of Halpern [9] sharpened by Lions [15] and more recently by Bauschke [2]. Indeed, in the interesting case, where $b$ can degenerate, the iteration (S) with $\lambda_k = 1$ is non-expansive but not strictly contractant.

**Remark 4.1.** Let us compare (S) (with $\lambda_k = 1$) with the scheme of Jäger and Kačur that we recalled before, in the simpler case where $\alpha = 1$ and without regularization of $b$: in this case we have $\theta_{n+1} = u_{n+1}$ and $\lambda_{n+1} = \frac{b(u_{n+1}) - b(u_n)}{u_{n+1} - u_n}$ and we make the following iteration to get $u_{n+1}^{k+1}$ from $u_n^k$:

$$\lambda_n^{k+1} (u_{n+1}^{k+1} - u_n) - \text{div} a(u_n, \nabla u_{n+1}^{k+1}) = hf(t_{n+1}).$$

Setting $\rho_n^{k+1} = \frac{h}{\lambda_n^{k+1}}$ we get

$$u_{n+1}^{k+1} - \rho_n^{k+1} \text{div} a(u_n, \nabla u_{n+1}^{k+1}) = u_n + \rho_n^{k+1} f(t_{n+1}).$$

Thus our scheme appears as an analog of this scheme, with a correction term in the right-hand side. The first advantage, from the computational point of view, is that there is no need to compute these $\lambda_n^{k+1}$ for which one has to test whether $u_{n+1}^k = u^n$ or not. Another point is that this scheme could exhibit a bad numerical behavior at times where $u(t)$ is discontinuous. Indeed, solutions $u$ of (EP) need not to be continuous in time. Only $b(u)$ have to. If such a discontinuity happens, the estimation of the derivative of $b$ in $\lambda_n^{k+1}$ is nonsense. On contrary numerical tests we made (see at the end of article) show that our method works even in case of discontinuous $u$.

5. **Existence of a solution to (S) under (H1) – (H2)**

First we prove that (S) has a solution $u_{n+1}^{k+1} \in W_0^{1,p}(\Omega) \cap L^\infty(\Omega)$. Indeed one has $u_{n+1}^0 = u_n \in W_0^{1,p}(\Omega) \cap L^\infty(\Omega)$ from (1). Assuming $u_{n+1}^k \in W_0^{1,p}(\Omega) \cap L^\infty(\Omega)$ we have from the assumptions on $b$, and the definition of mild solution, $g := \lambda_k u_{n+1}^k - \frac{k}{\pi} (b(\lambda_k u_{n+1}^k) - b(u_n)) + \rho f_{n+1} \in L^\infty(\Omega)$. Let $C = ||g||_\infty$, there exists a solution $w \in W_0^{1,p}(\Omega)$ of

$$w - \rho \text{div} a(T_C(w), \nabla w) = g,$$

where $T_C(r) := \min(C, \max(r, -C))$ denotes the standard truncature operator. Indeed now thanks to assumption (H1), $w - \rho \text{div} a(T_C(w), \nabla w)$ is pseudo-monotone, coercive and bounded on $W_0^{1,p}(\Omega)$, thus surjective (see [14], p. 180).

The following lemma is a particular case of Lemma 2.5 of [5].

**Lemma 5.1.** Assume $a$ verifies (H1). Let $w \in W_0^{1,p}(\Omega)$, $C, \sigma > 0$ and suppose that $w - \sigma \text{div} a(T_C(w), \nabla w) = g$ with $g \in L^\infty(\Omega)$. Then $||w||_\infty \leq ||g||_\infty$.

From this lemma we see that $||w||_\infty \leq ||g||_\infty = C$ thus $w = T_C(w)$ verifies $w - \rho \text{div} a(w, \nabla w) = g$. Setting $u_{n+1}^{k+1} = w$ we found a solution to (S) belonging to $W_0^{1,p}(\Omega) \cap L^\infty(\Omega)$. 

6. CONVERGENCE

To prove the convergence of the whole sequence \( (u_{n+1}^k)_{k \geq 0} \), we assume:

\[
(UC) \quad \begin{cases} 
\forall f \in L^\infty(\Omega) \text{ there is uniqueness of a solution of} \\
u \in W^{1,p}_0(\Omega) \cap L^\infty(\Omega), \quad b(u) - \text{div } a(u, \nabla u) = f \quad \text{in } D'(\Omega).
\end{cases}
\]

**Remark 6.1.** For example if \( u \rightarrow - \text{div } a(u, \nabla u) \) is strongly monotone then this condition is verified for all \( b \).

We begin by the following lemma which provides a crucial \( L^\infty \) uniform bound for the \( u_{n+1}^k \).

**Lemma 6.2.** If \( \rho < \frac{1}{2} \), there exists \( M > 0 \) independent of \( k \) such that \( \|u_{n+1}^k\|_\infty \leq M \).

**Proof.** Let \( M = \max(\|u_{n+1}^0\|_\infty, \frac{1}{M} hf_{n+1} + b(u_n)\|_\infty, \frac{2K}{1 - \frac{\rho}{h}}, \frac{2\rho}{h} \max \{b\} \) \) where \( K \) is defined in (H2). By induction, we first note that \( \|u_{n+1}^0\| \leq M \), and assume that \( \|u_{n+1}^{k+1}\|_\infty \leq M \). As \( u_{n+1}^{k+1} \in L^\infty(\Omega) \), it verifies

\[
u_{n+1}^{k+1} - \rho \text{div } a(T_{\lambda_k}(u_{n+1}^{k+1}), \nabla u_{n+1}^{k+1}) = \lambda_k u_{n+1}^{k+1} - \frac{\rho}{h} b(\lambda_k u_{n+1}^{k+1}) + \rho f_{n+1}
\]

with \( C_k = \|u_{n+1}^{k+1}\|_\infty \). Thus from Lemma 5.1,

\[
\|u_{n+1}^{k+1}\|_\infty \leq \|\lambda_k u_{n+1}^{k+1} - \frac{\rho}{h} b(\lambda_k u_{n+1}^{k+1}) + \rho f_{n+1}\|_\infty.
\]

\[
\leq \|\lambda_k u_{n+1}^{k+1} - \frac{\rho}{h} b(\lambda_k u_{n+1}^{k+1})\|_\infty + \frac{\rho}{h} \|hf_{n+1} + b(u_n)\|_\infty
\]

If \( |\lambda_k u_{n+1}^{k+1}(x)| \leq K \) then \( |\lambda_k u_{n+1}^{k+1}(x) - \frac{\rho}{h} b(\lambda_k u_{n+1}^{k+1})(x)| \leq K + \frac{\rho}{h} \max([-K, K]) |b| \leq (1 - \frac{\rho}{K} + (1 - \frac{\rho}{h})M = (1 - \frac{\rho}{h})M \) from the definition of \( M \). Else as \( b \) verifies (H2), and \( 1 - \frac{\rho}{h} \geq 0 \), we get

\[
|\lambda_k u_{n+1}^{k+1}(x) - \frac{\rho}{h} b(\lambda_k u_{n+1}^{k+1}(x))| \leq (1 - \frac{\rho}{h}) |\lambda_k u_{n+1}^{k+1}(x)| \leq (1 - \frac{\rho}{h})M.
\]

Thus \( \|u_{n+1}^{k+1}\|_\infty \leq (1 - \frac{\rho}{h})M + \frac{\rho}{h} \|hf_{n+1} + b(u_n)\|_\infty \leq (1 - \frac{\rho}{h})M + \frac{\rho}{h} M = M \) using the definition of \( M \). \( \square \)

From (H2) and \( M \) defined in the proof, we note \( L_M \) the Lipschitz constant of \( b \) on \([-M, M] \). Then we have the following result:

**Theorem 6.3.** Assume that (H1)(H2) and (UC) hold. Then for \( \rho < \min(\frac{1}{2}, \frac{2h}{M}) \) the iterative scheme \( S \) converges, i.e.

\[
\lim_{k \to \infty} u_{n+1}^k = u_{n+1} \quad \text{strongly in } L^1(\Omega),
\]

where \( u_{n+1} \) verifies (I).

**Proof.** Thanks to the above lemma, we can write \( S \) as

\[
(S') \quad \frac{1}{\lambda_k + 1} \tilde{u}_{n+1}^{k+1} - \rho \text{div } a(T_{\lambda_k}(\frac{1}{\lambda_k + 1} \tilde{u}_{n+1}^{k+1}), 1 \lambda_k + 1 \tilde{u}_{n+1}^{k+1}) = \tilde{u}_{n+1}^{k+1} - \frac{\rho}{h} (b(\tilde{u}_{n+1}^{k+1}) - b(u_n)) + \rho f_{n+1},
\]

where we put \( \tilde{u}_{n+1}^{k+1} = \lambda_k u_{n+1}^{k+1} \) and \( \tilde{u}_{n+1}^{k+1} = \lambda_k u_{n+1}^{k+1}. \) Let \( A(u) = - \text{div } a(T_{\lambda_k}(u), \nabla u) \).
Lemma 6.4. Let \( \rho \leq \frac{2h}{L_M} \) and \( C_M = \{ u \in L^1(\Omega), \| u \|_\infty \leq M \} \). The iteration operator

\[
T(\bar{u}) = (I + \rho A)^{-1}(\bar{u} - \frac{\rho}{h} (b(\bar{u}) - b(u_n)) + \rho f_{n+1})
\]

is a \( L^1 \)-non-expanding operator from \( C_M \) to \( C_M \).

Proof. The fact that \( T \) maps \( C_M \) to \( C_M \) is easily seen in the proof of the preceding lemma where \( \lambda_k \) has to be replaced by 1. Now let \( (\bar{u}, \bar{v}) \in C^2_{I_1} \). One has from the T-accretiveness of \( A \) in \( L^1(\Omega) \) (see [5], Prop. 2.4 with \( b(r) = r \)) that \( (\text{id} + \rho A)^{-1} \) is a \( T \)-contraction in \( L^1(\Omega) \) thus a contraction. This entails

\[
\| T(\bar{u}) - T(\bar{v}) \|_1 \leq \| \bar{u} - \bar{v} - \frac{\rho}{h} (b(\bar{u}) - b(\bar{v})) \|.
\]

If \( \bar{u}(x) - \bar{v}(x) \geq 0 \) then as \( b \) is non-decreasing and Lipschitz on \([-M, M]\), one has

\[
0 \leq b(\bar{u}(x)) - b(\bar{v}(x)) \leq L_M(\bar{u}(x) - \bar{v}(x))
\]

thus

\[
(1 - \frac{\rho L_M}{h})(\bar{u}(x) - \bar{v}(x)) \leq \bar{u}(x) - \bar{v}(x) - \frac{\rho}{h} (b(\bar{u}(x)) - b(\bar{v}(x))) \leq \bar{u}(x) - \bar{v}(x).
\]

For \( \rho \leq \frac{2h}{L_M} \), one gets \( |\bar{u}(x) - \bar{v}(x) - \frac{\rho}{h} (b(\bar{u}(x)) - b(\bar{v}(x)))| \leq |\bar{u}(x) - \bar{v}(x)| \). The case \( \bar{u}(x) - \bar{v}(x) \leq 0 \) is symmetric. Upon integration on \( \Omega \) one ends with

\[
\| T(\bar{u}) - T(\bar{v}) \|_1 \leq \| \bar{u} - \bar{v} \|_1.
\]

Thus one has the iteration \( x_k^{k+1} = \lambda_k + 1 T(x_k^{n+1}) \) for which \( T \) is a non-expansive operator in \( L^1(\Omega) \). The following lemma proves the convergence of this iteration under our assumptions. It is an easy adaptation and weaker form of several known results [2, 9, 15], but which has the advantage to be applicable in a non-reflexive Banach space.

Lemma 6.5. Let \( X \) be a Banach space and \( C \) a convex subset of \( X \), containing 0. Let \( T \) be a non-expansive operator on \( C \) such that \( T(C) \subseteq C \), admitting a unique fixed point \( x^* \) in \( C \). Let \( \lambda_k \) be a sequence of \([0, 1[\) verifying (4). Then the sequence \( (x_k) \) generated by the iterative scheme

\[
x_0 \in C, \quad x_{k+1} = \lambda_k + 1 T(x_k)
\]

verifies \( \lim_{k \to \infty} x_k - T(x_k) = 0 \). Consequently, if all subsequences of \( (x_k) \) have in turn a subsequence converging to a point of \( C \), then the whole sequence \( (x_k) \) converges toward \( x^* \).

Proof. First one notes that as \( 0 \in C \), \( T(C) \subseteq C \), and \( x_k^{k+1} = (1 - \lambda_k + 1) 0 + \lambda_k + 1 T(x_k) \), one has by induction that \( x_k \) belongs to \( C \) for all \( k \in \mathbb{N} \). Moreover, the sequence \( (x_k) \) is bounded. Indeed let \( y_k^{k+1} \) be defined by

\[
y_0^0 = x_0, \quad y_{k+1} = (1 - \lambda_k + 1) x^0 + \lambda_k + 1 T(y_k)
\]

then \( y_k^{k+1} - x^* = (1 - \lambda_k + 1) (x_0 - x^*) + \lambda_k + 1 (T(y_k) - T(x^*)) \), thus \( \| y_k^{k+1} - x^* \| \leq (1 - \lambda_k + 1) \| x_0 - x^* \| + \lambda_k + 1 \| y_k - x^* \| \) and by induction \( \| y_k^{k+1} - x^* \| \leq \| x_0 - x^* \| \) for all \( k \), since this is true for \( k = 0 \) and \( y_k^{k+1} - x_k^{k+1} = (1 - \lambda_k + 1) x_0 + \lambda_k + 1 (T(y_k) - T(x_k)) \) thus \( \| y_k^{k+1} - x_k^{k+1} \| \leq (1 - \lambda_k + 1) \| x_0 \| + \lambda_k + 1 \| y_k - x_k \| \) \( \leq (1 - \lambda_k + 1) \| x_0 \| + \lambda_k + 1 \| x_0 \| = \| x_0 \| \). Collecting these two estimations, we prove that \( (x_k) \) is bounded.

As \( T \) is non-expansive, there exists \( c > 0 \) such that

\[
\| x_k \| \leq c, \quad \| T(x_k) \| \leq c, \quad \forall k \in \mathbb{N}.
\]
Now since \( x^{k+1} - T(x^k) = (\lambda_{k+1} - 1)T(x^k) \), and \( \lambda_k \to 1 \) one has
\[
\lim_{k \to \infty} x^{k+1} - T(x^k) = 0.
\]

Let us prove that \( x^{k+1} - x^k \to 0 \). We write
\[
x^{k+1} - x^k = \lambda_{k+1}T(x^k) - \lambda_kT(x^{k-1})
\]
\[
= (\lambda_{k+1} - \lambda_k)T(x^{k-1}) + \lambda_{k+1}(T(x^k) - T(x^{k-1})).
\]
Passing to the norms gives \( \|x^{k+1} - x^k\| \leq c|\lambda_{k+1} - \lambda_k| + \lambda_{k+1}\|x^k - x^{k-1}\| \). By induction one gets for all \((k, m) \in \mathbb{N}^2\),
\[
\|x^{k+1} - x^k\| \leq c \sum_{i=m+1}^{k} |\lambda_{i+1} - \lambda_i| + \lambda_{m+1}\|x^m - x^m\| \prod_{i=m+1}^{k} \lambda_{i+1}.
\]
Thus passing to the lim sup gives, thanks to the convergences in (4),
\[
\limsup_{k \to \infty} \|x^{k+1} - x^k\| \leq c \sum_{i=m+1}^{+\infty} |\lambda_{i+1} - \lambda_i| + 2c \prod_{i=m+1}^{+\infty} \lambda_{i+1},
\]
for each \( m \in \mathbb{N} \). From the properties of the sequence \((\lambda_k)\),
\[
\lim_{m \to \infty} \sum_{i=m+1}^{+\infty} |\lambda_{i+1} - \lambda_i| = 0, \quad \lim_{m \to \infty} \prod_{i=m+1}^{+\infty} \lambda_{i+1} = 0,
\]
thus one get the convergence of the whole sequence, i.e.
\[
\lim_{k \to \infty} \|x^{k+1} - x^k\| = 0.
\]

Now since \( x^{k+1} - T(x^k) \to 0 \), we have
\[
\lim_{k \to \infty} x^k - T(x^k) = 0.
\]
To show the last assertion, note that a converging subsequence of \((x^k)\), still verifies \( x^k - T(x^k) \to 0 \). As \( T \) is continuous this subsequence must converge toward a fixed point of \( T \). As \( x^* \) is the only fixed point in \( C \), we have that every subsequence of \((x^k)\) has a subsequence converging to \( x^* \). That entails the convergence of the whole sequence \((x^k)\) (if not there exists an \( \varepsilon_0 > 0 \) and a subsequence \((x^{k_j})\) such that \( \|x^{k_j} - x^*\| > \varepsilon_0 \). Extracting a subsequence of \((x^{k_j})\) converging to \( x^* \) leads to a contradiction. \( \square \)

We are going to apply the previous lemma with \( X = L^1(\Omega) \) and \( C = C_M \) which is clearly a convex subset of \( L^1(\Omega) \) containing 0. Our operator \( T \) is defined in Lemma 6.4. The uniqueness of fixed point is condition (UC). Indeed a fixed point \( u^* \) of \( T \) verifies
\[
u^* - \rho \text{div} a(T_M(u^*), \nabla u^*) = u^* - \frac{\rho}{h}(b(u^*) - b(u_n)) + \rho f_{n+1}
\]
thus \( b(u^*) - h \text{div} a(T_M(u^*), \nabla u^*) = b(u_n) + hf_{n+1} \). From (UC) this equation has at most one solution and from the definition of mild solution it is \( u_{n+1} \).

To conclude the proof of convergence of \((S)\), we point out that each subsequence of \( \hat{u}_{n+1} \) has a convergent subsequence to an element of \( C_M \), using the \( L^\infty \) bound of \( \hat{u}_{n+1} \) and the coercivity assumption (H1), to the equation \((S')\). Applying Lemma 6.5 to our situation, we conclude that the sequence \( \hat{u}_{n+1} \) converges strongly in \( L^1(\Omega) \) toward \( u_{n+1} \). The same occurs for \( u_{n+1} = \frac{1}{h} \hat{u}_{n+1} \). \( \square \)
Each iteration solves a linear scheme. When $u_{n+1}$ is known, they prove the convergence of the step function $u_N(t) = u_{n+1}$ on $(t_n, t_{n+1}]$ toward the weak solution $u(t)$ as the time step goes to zero.

Under our assumptions on $a$ and $b$, the existence of a weak solution is still an open question (see [6] for one dimension). For a mild solution we do not need to show the convergence in time since it is included in its definition: once convergence in $k$ is achieved for $u_{n+1}$, then by definition of mild solution $b(u_{n+1})$ approaches $b(u)$ on $(t_n, t_{n+1}]$ up to $\varepsilon$. If $b$ is non-degenerate, as in [11], this gives information on the behavior of $u_{n+1}$. On the contrary, note that if $b = 0$ we do not get a real convergence result; the point is that in this case, from the definition of [5], every measurable function $u$ is a mild solution!

Note however that under some additional assumptions on $a$, it is proved in [5] that there exists a weak solution $w$ of $(EP)$ such that $b(w) = b(u)$ a.e. We thus have in this case the convergence of our scheme (in the same meaning) toward this weak solution.

## 8. Numerical tests

The stop criterion for iterations, in all the following tests is $\|u^{k+1} - u^k\|_2 \leq 10^{-6}$ where $\| \cdot \|_2$ is the Euclidean norm and $u^k$ the vector approaching, at iteration $k$, the space-discretization of $u$.

Our first numerical test is to compare the solution given by our scheme to an exact solution. We consider in dimension 1 the case $b(u) = u^3$, $a(u, \nabla u) = u$, $\Omega = (0, 1)$ with $f(t, x) = 3t^2 x^2 (1 - x)^2 + 2t$ and $v^0 = 0$, which gives as exact solution $u_0(t, x) = tx(1 - x)$. Of course $b$ is only locally Lipschitz, but as $u$ remains bounded for bounded times, our scheme will still converge. Note that this problem is degenerate at $t = 0$ since $b'(0) = 0$.

For $h = 0.02$, $\rho = 0.01$ and a time step of 0.02 we plot the solutions $u$, $v = b(u)$ of our scheme superposed with their analytic counterparts, in Figure 1, and the corresponding errors in Figure 2.

The second numerical test is to emphasize the ability of our scheme to converge for really degenerated $b$. We chose $b(u) = 0$ for $|u| \leq 1$, $b(u) = u - 1$ for $u > 1$ and $b(u) = u + 1$ for $u < -1$, with $u_0(x) = \frac{1}{2} x (1 - x)$ (thus $v_0(x) = b(u_0(x)) = 0$) and $f(x, t) = 10t + 1$.

Note that the value of $u_0$ plays no role, we just take this value so that it solves the equation at $t = 0$, ensuring a continuity of $u$. Here we are in a totally degenerate case since we start in a zone where $b$ is identically zero. One see that $u$ increases (in time) as $f$ increases whereas $b$ remains zero until $u$ reach 1. The time for which $\|u(t)\|_\infty$ reaches 1 can be computed explicitly and is $t_c = 0.7$. Thus for $t < t_c$, we solve a pure elliptic problem and starting from $t = t_c$ we solve a parabolic problem. We can see in Figure 3 that $t_c$ is well computed.

In the two previous cases, $u$ was continuous in time (and space). We compared our method with Kacur algorithm, and found that the two methods give exactly the same results. For the parameters of Kacur algorithm,
we took $\alpha = 1$, and $d = 5$ (see [11]). Note that $d = 5$ is not permitted theoretically, but it works here and gave better results than $d = 1$ (since the regularisation term of $b$, $h^d$ is smaller). In Test 2 Kacur algorithm converges in even less iterations than our scheme.

We turn now to a case where $u$ is discontinuous. On the same space-time domain, take the odd function $b$ defined on $\mathbb{R}^+$ by $b(r) = 1$ for $r > 1$, and $b(r) = -r^2 + 2r$ for $0 \leq r < 1$. With $f(x, t) = 40t$ for $t < 0.5$, and $-40t$ for $t \geq 0.5$, and $u_0 = v_0 = 0$. The point is that the discontinuity of $f$ occurs when (EP) is elliptic (because $u > 1$), so $u$ has a jump too, at $t = 0.5$, and falls into $[-1, 1]$ where the equation is parabolic. There is a parabolic transition while $u$ remains in $[-1, 1]$, and then the equation becomes elliptic so the rapidly varying $f$ acts directly on $u$. Trying to make algorithm of [11] converging is hard, we had to rely on relaxation with $\alpha = 0.9$ and with a great regularisation term $h^d$ with $d = 0.2$, or it does not converge for $t = 0.5$. Then there is a large smoothing of the profile induced by the method. Thus our method can handle discontinuities in $u$ that seem hard to compute with the other algorithm. In Figure 4 the superposed graphs of $u$ (resp. $b(u)$) obtain by the two methods are plotted.

9. CONCLUSION AND POSSIBLE EXTENSIONS

Note that as indicated before, the time step needs not to be constant in the definition of mild solution, leading to an adaptative time step method. This may be interesting, when the solution is expected to present a jump (in $u$) at a certain time. Indeed in this case one could operate thinner time discretization around this discontinuity time.
One could also study the more explicit scheme

\[
\begin{aligned}
&\text{(S}_{\text{exp}}) \quad \begin{cases}
\text{Let } u_{n+1}^0 = u_n, \text{ solve for } k = 0, 1, \ldots , \\
u_{n+1}^{k+1} - \rho \\text{div } a(u_n, \nabla u_{n+1}^{k+1}) = \lambda_k u_{n+1}^k - \frac{\rho}{h} \left( b(\lambda_k u_{n+1}^k) - b(u_n) \right) + \rho f_{n+1}.
\end{cases}
\end{aligned}
\]

With more regularity on \( a \), one could study its convergence toward a weak solution of (EP).

Another possible extension is to elliptic-parabolic equations of the following form:

\[
M \left( \frac{du}{dt} \right) - \text{div } a(u, \nabla u) = f
\]

to which our algorithm seems to adapt without difficulty. In this case the iteration would be

\[
u_{n+1}^{k+1} - \rho \text{div } a(u_{n+1}^{k+1}, \nabla u_{n+1}^{k+1}) = \lambda_k u_{n+1}^k - \rho M \left( \frac{\lambda_k u_{n+1}^k - u_n}{h} \right) + \rho f_{n+1}.
\]

\( M \) is a matrix of coefficients. 

Note that existence results for this class of equation have been obtained in [3, 7, 8] for more restrictive vector field \( a \). A work is in progress in this direction.
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