RELAXATION SCHEMES FOR THE MULTICOMPONENT EULER SYSTEM

Stéphane Dellacherie

Abstract. We show that it is possible to construct a class of entropic schemes for the multicomponent Euler system describing a gas or fluid homogeneous mixture at thermodynamic equilibrium by applying a relaxation technique. A first order Chapman–Enskog expansion shows that the relaxed system formally converges when the relaxation frequencies go to the infinity toward a multicomponent Navier–Stokes system with the classical Fick and Newton laws, with a thermal diffusion which can be assimilated to a Soret effect in the case of a fluid mixture, and with also a pressure diffusion or a density diffusion respectively for a gas or fluid mixture. We also discuss on the link between the convexity of the entropies of each species and the existence of the Chapman–Enskog expansion.
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1. Introduction

The aim of this article is to show that it is possible to construct a class of entropic schemes for gas and fluid mixtures flows described by the (monodimensional) multicomponent Euler system

\[
\begin{align*}
\forall k \in \{1, \ldots, K-1\} : \partial_t(Y_k \rho) + \partial_x(Y_k \rho u) &= 0, \\
\partial_t \rho + \partial_x(\rho u) &= 0, \\
\partial_t(\rho u) + \partial_x(\rho u^2 + P) &= 0, \\
\partial_t(\rho E) + \partial_x[(\rho E + P)u] &= 0, \\
E &= \frac{1}{2} u^2 + \varepsilon, \\
\forall k : \tilde{P}_k &= P_k(\tau_k, \varepsilon_k), \\
\sum_k Y_k &= 1
\end{align*}
\]

by using the ideas initially proposed by Coquel and Perthame in [7] (see also [1,17] and [10]). In this article, we use the following classical definitions: \(\rho, P, u, \varepsilon\) and \(E\) are the density, the pressure, the velocity, the internal and the total energies of the mixture (we also define the specific volume \(\tau\) of the mixture with \(\tau = \rho^{-1}\)); \(Y_k\) is the mass fraction of the \(k\)th species of the \(K\) species of the mixture; \(P_k = P_k(\tau_k, \varepsilon_k)\) is the equation of state of the species \(k\) where \(P_k, \tau_k\) and \(\varepsilon_k\) are the pressure, the specific volume and the internal energy of the species \(k\) (we also define the density \(\rho_k\) of the species \(k\) with \(\rho_k \equiv \tau_k^{-1}\)). Let us remark that the system (1) implicitly
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S. DELLACHERIE supposes that the isovelocity closure
\[ \forall (k, k') : u_k = u_{k'} \]
is verified in the mixture. In the sequel, we will have to define other closure laws for the mixture pressure and for the mixture temperature to close the system (1). These supplementary closure laws will depend on the type of mixture which will be considered.

In this paper, we study two types of mixture that we name gas mixture and fluid mixture:

- a gas mixture is an intimate mixture where all the species occupy the entire volume for any infinitesimal volume;
- a fluid mixture is an immiscible mixture where all the species occupy different volumes from a mesoscopic point of view. Let us notice that this type of mixture could also be defined as a separated phase mixture.

The case of gas mixtures is classical in aerodynamics (see [20, 21] and [9]) and in the field of the Boltzmann kinetic theory (see [4]). The case of (immiscible) fluid mixtures is also classical especially for the simulation of interfaces problems (cf. [2, 3, 16, 18] and the references herein). Nevertheless, the present paper is not dedicated to simulations of interfaces problems where the fluid mixture is numerical and located to material interfaces, but to simulations of physical fluid mixtures at thermodynamic equilibrium (as in the case of gas mixtures) and at scales where it is impossible to define any material interface between each fluid. At last, let us remark that a similar approach of what is proposed in that paper is studied in [6] for the homentropic multicomponent Euler system.

The plan of this paper is the following: in Section 2, we define the closure laws to close the Euler system (1) for a gas mixture and a fluid mixture, we recall some important results on the hyperbolicity of (1) and we prove a Gibbs lemma for the mixture entropy; in Section 3, we define the relaxed multicomponent Euler system and the relaxation scheme, and we prove entropic results; in Section 4, we compute a Chapman-Enskog expansion to formally recover a classical multicomponent Navier-Stokes system from the relaxed system; at last, we conclude the paper.

2. SOME PRELIMINARY RESULTS

We define in this section the mixture laws for a gas mixture and for a fluid mixture, and we close the multicomponent Euler system by imposing closure laws on the pressure and on the temperature of the mixture. The closure laws are such that the mixture is always at thermodynamic equilibrium. After, we prove that the multicomponent Euler system (1) with the previous closure laws admits a convex entropy and is hyperbolic. At last, we prove a minimization principle – i.e. a Gibbs lemma – on the mixture entropy, result which will allow us to prove the entropic results for the numerical schemes in Section 3.

2.1. Mixture and closure laws

To close the system (1) constituted with $2k + 4$ equations and with $4k + 5$ unknowns, we need $2k + 1$ closure laws. In the case of a gas mixture, we use the following $k + 2$ closure laws:

\[
\begin{align*}
\varepsilon &= \sum_k Y_k \varepsilon_k, \quad \text{(a)} \\
P &= \sum_k P_k, \quad \text{(b)} \\
\forall k : Y_k \tau_k &= \tau. \quad \text{(c)}
\end{align*}
\]

Let us notice that (3b) is the Dalton law which is a natural closure for a gas mixture.

For a fluid mixture, we use the following $k + 2$ closure laws:

\[
\begin{align*}
\varepsilon &= \sum_k Y_k \varepsilon_k, \quad \text{(a)} \\
\forall (k, k') : P_k &= P_{k'}, \quad \text{and} \quad P = P_k, \quad \text{(b)} \\
\sum_k Y_k \tau_k &= \tau. \quad \text{(c)}
\end{align*}
\]

The relation (4b) is the isobaric closure which is often used for fluid mixtures.
The closure relations (3c) and (4c) are mixture laws which respectively impose that a gas mixture is an intimate mixture and that a fluid mixture is an immiscible mixture: in these two cases, we can define the notion of volumic fraction with
\[ \alpha_k \equiv \frac{Y_k \rho}{\rho_k} = \frac{Y_k \tau_k}{\tau} \] (5)
which imposes that
\[ \sum_k \alpha_k \rho_k = \rho \] (6)
since \( \sum_k Y_k = 1 \). Moreover, the mixture law (3c) imposes that \( \forall k : \alpha_k = 1 \) for a gas mixture (7) which is coherent with the intimate character of the mixture; on the other hand, the mixture law (4c) is equivalent to \( \sum_k \alpha_k = 1 \) for a fluid mixture (8) and we have a priori \( \alpha_k \neq \alpha_{k'} \) which is a translation of the immiscible character of the mixture.

To obtain the last \( \mathcal{K} - 1 \) closure laws, we use a thermodynamic hypothesis:

**Hypothesis 2.1.** Each equation of state \( P_k(\tau_k, \varepsilon_k) \) admits a convex entropy \( s_k(\tau_k, \varepsilon_k) \) and a thermodynamic temperature \( T_k \) such that the second thermodynamic law
\[ -T_k ds_k = d\varepsilon_k + P_k d\tau_k \] (9)
is verified.

Then, we are able to define the last \( \mathcal{K} - 1 \) closure laws by imposing that
\[ \forall (k, k') : T_k = T_{k'} \] (10)
for gas and fluid mixtures. The closure law (10) corresponds to the isothermal closure. Let us notice that it is possible to define other closure laws as in [12,16]. Nevertheless, only the closure laws (3)–(10) and (4)–(10) will allow us to obtain entropic results with the relaxation scheme proposed in this paper.

Having defined the temperatures \( T_k \) with (9), the closure relation (10) allows us to define the mixture temperature \( T \) by taking \( T \equiv T_k \): we will see below that \( T \) is also a thermodynamic temperature of the mixture. Moreover, we can now define the equations of state with \( \tau_k \equiv \tau_k(T_k, P_k) \) and \( \varepsilon_k \equiv \varepsilon_k(T_k, P_k) \). Let us remark that (1)–(3)–(10) and (1)–(4)–(10) are equivalent as soon as
\[ \forall k, \exists \zeta_k(T_k) \text{ such that } \tau_k(T_k, P_k) = \frac{\zeta_k(T_k)}{P_k} \text{ and } \varepsilon_k(T_k, P_k) = E_k(T_k) \] (11)
which is the case when all the species \( k \) are ideal gases.

### 2.2. Mixture entropy and hyperbolicity

The multicomponent Euler system (1) being now closed, we are able to write the following result:

**Theorem 2.1.** Under the Hypothesis 2.1, the following properties are verified:

i) For any \( \{Y_k\}_k \), \( \tau \) and \( \varepsilon \) in \( \mathbb{R}^+ \), the algebraic systems
\[ \begin{cases} 
\forall k : Y_k \tau_k(T, P_k) = \tau, \\
\sum_k Y_k \varepsilon_k(T, P_k) = \varepsilon
\end{cases} \] (gas mixture) (12)
for gas and fluid mixtures.
and

\[
\begin{align*}
\sum_k Y_k \tau_k(T, P) &= \tau, \\
\sum_k Y_k \varepsilon_k(T, P) &= \varepsilon
\end{align*}
\]  

(13)

admit an unique solution respectively in \((\mathbb{R}^+)^{k+1}\) and in \((\mathbb{R}^+)^2\).

ii) The multicomponent Euler system (1) is closed with the laws (3)–(10) for a gas mixture and with the laws (4)–(10) for a fluid mixture and is hyperbolic.

In the case of a fluid mixture, Theorem 2.1 was proven by Lagoutière in [16]; then, we have extended its proof to a case of a gas mixture in [12] by using similar techniques. More precisely, the proof of point ii is based on an extension of Godunov–Mock theorem proven by Lagoutière in [16] which links the hyperbolicity of (1) to the existence of a mixture entropy \(s(Y_k, \varepsilon, \tau)\) which is strictly convex with respect to \(\varepsilon\) and \(\tau\) for a fixed \(\{Y_k\}_k\). This entropy is defined in the following proposition:

**Proposition 2.1.** Under the closure laws (3)–(10) or under the closure laws (4)–(10), the mixture entropy

\[
s \equiv \sum_k Y_k s_k \tag{14}
\]

verifies the following properties:

i) \(s\) is a function of \(\tau\) and \(\varepsilon\) (and of course of \(\{Y_k\}_k\));

ii) \(s(Y_k, \tau, \varepsilon)\) is strictly convex when \(\{Y_k\}_k\) is fixed;

iii) when \(dY_k = 0\), the mixture temperature \(T\) verifies

\[-T ds = d\varepsilon + P d\tau.\]

Thus, \(T\) is the mixture thermodynamic temperature.

The proof is written in [12] for a gas mixture and in [16] for a fluid mixture.

### 2.3. Gibbs lemma

At last, we end this section with the important minimization principle which will allow us to prove in Section 3 the entropic properties of the relaxation scheme:

**Proposition 2.2 (Gibbs Lemma).** Let us suppose that \(\{Y_k\}_k, \tau, u, E\) is known. Then, the mixture entropy \(s(Y_k, \tau, \varepsilon)\) given by (14) verifies the minimization principle:

i) for a gas mixture described with the closure laws (3)–(10):

\[
s(Y_k, \tau, \varepsilon) = \min_{(\tau_k, u_k, \varepsilon_k)} \sum_k Y_k s_k (\tau_k, \varepsilon_k) \tag{15}
\]

under the constraints

\[
\begin{align*}
\forall k : Y_k \tau_k &= \tau, \\
\sum_k Y_k u_k &= u, \\
\sum_k Y_k \left( \varepsilon_k + \frac{1}{2} u_k^2 \right) &= E
\end{align*}
\]  

(16)

and this minimum is reached at an unique point which is, as expected, the isothermal-isovelocity equilibrium deduced from system (12);
ii) for a fluid mixture described with the closure laws (4)–(10):

\[ s (\{Y_k\}_k, \tau, \varepsilon) = \min_{(\tau_k, u_k, \varepsilon_k)} \sum_k Y_k s_k (\tau_k, \varepsilon_k) \]

under the constraints

\[ \begin{aligned}
\sum_k Y_k \tau_k &= \tau, \\
\sum_k Y_k u_k &= u, \\
\sum_k Y_k \left( \varepsilon_k + \frac{1}{2} u_k^2 \right) &= E
\end{aligned} \]

and this minimum is reached at an unique point which is, as expected, the isothermal-isobaric-isovelocity equilibrium deduced from system (13). This proposition is similar to the Gibbs lemma which states – in its most classical form – that a Maxwellian distribution \( \mathcal{M}(v) \) minimizes the quantity \( \mathcal{H}(f) = \int f(v) \log f(v) dv \) under the constraint \( f(v)(1, v, v^2/2) dv = \text{Const.} \), lemma which is very important in the kinetic theory (see [11] and the references herein for example): here, the Maxwellian distribution \( \mathcal{M}(v) \) corresponds to the isothermal-isovelocity equilibrium for the gas mixture and to the isothermal-isobaric-isovelocity equilibrium for the fluid mixture, and the kinetic entropy \( \mathcal{H}(f) \) corresponds to the mixture entropy \( s = \sum_k Y_k s_k \).

Proof of Proposition 2.2. Let us define \( \sigma_k (\tau_k, u_k, E_k) = s_k (\tau_k, E_k) - \frac{1}{2} u_k^2 \) and \( \sigma (\{Y_k\}_k, \tau, u, E) = s (\{Y_k\}_k, \tau, E) - \frac{1}{2} u^2 \), and let us show that \( \sigma (\{Y_k\}_k, \tau, u, E) = \min_{(\tau_k, u_k, E_k)} \sum_k Y_k \sigma_k (\tau_k, u_k, E_k) \). Since for all \( k \), \( \sigma_k (\tau_k, u_k, E_k) \) is strictly convex because of the convexity of \( s_k (\tau_k, \varepsilon_k) \) (cf. Lem. 1.2, p. 101 in [14]), \( \sum_k Y_k \sigma_k \) is also strictly convex (we recall that \( \{Y_k\}_k \) is fixed). Then, we minimize a strictly convex function under linear constraints which induces that we just have to prove the existence of a local minimum to obtain the existence of an unique global minimum.

So, let us verify that the isothermal-isovelocity equilibrium – solution of (12) – is a local minimum for a gas mixture and that the isothermal-isobaric-isovelocity equilibrium – solution of (13) – is a local minimum for a fluid mixture. We define this equilibrium with \( \mathcal{U}^0 = \{ (\tau_k^0, u_k^0, E_k^0) \}_k \) and we recall that it is unique (cf. the point i of Th. 2.1). The Taylor expansion of \( \sum_k Y_k \sigma_k (\tau_k, u_k, E_k) \) around \( \mathcal{U}^0 \) gives

\[ \sum_k Y_k \sigma_k (\tau_k^0 + \delta \tau_k, u_k^0 + \delta u_k, E_k^0 + \delta E_k) = \sum_k Y_k \sigma_k (\tau_k^0, u_k^0, E_k^0) + \frac{d\sigma}{d\mathcal{U}} \delta \mathcal{U} + \text{second order term} \]

where

\[ \frac{d\sigma}{d\mathcal{U}} = \sum_k Y_k \left[ \frac{\partial \sigma_k}{\partial \tau_k} (\tau_k^0, u_k^0, E_k^0) \delta \tau_k + \frac{\partial \sigma_k}{\partial u_k} (\tau_k^0, u_k^0, E_k^0) \delta u_k + \frac{\partial \sigma_k}{\partial E_k} (\tau_k^0, u_k^0, E_k^0) \delta E_k \right] . \]

We know that the second order term is strictly positive because of the positivity of the Hessian matrix of each \( \sigma_k \). Thus, we just have to show that the first order term \( \frac{d\sigma}{d\mathcal{U}} \delta \mathcal{U} \) is non negative to obtain the final result. First of all, let us notice that

\[ \frac{d\sigma}{d\mathcal{U}} = \sum_k \left( - \frac{p_k^0}{T_k} Y_k \delta \tau_k \right) + \sum_k \left( \frac{u_k^0}{T_k} Y_k \delta u_k \right) + \sum_k \left( - \frac{1}{T_k} Y_k \delta E_k \right) \]

since

\[ \begin{cases}
\frac{\partial \sigma_k}{\partial \tau_k} (\tau_k^0, u_k^0, E_k^0) = \frac{\partial s_k}{\partial \tau_k} (\tau_k^0, \varepsilon_k^0) = - \frac{p_k^0}{T_k}, \\
\frac{\partial \sigma_k}{\partial u_k} (\tau_k^0, u_k^0, E_k^0) = - u_k^0 \frac{\partial s_k}{\partial \varepsilon_k} (\tau_k^0, \varepsilon_k^0) = - \frac{u_k^0}{T_k}, \\
\frac{\partial \sigma_k}{\partial E_k} (\tau_k^0, u_k^0, E_k^0) = \frac{\partial s_k}{\partial \varepsilon_k} (\tau_k^0, \varepsilon_k^0) = - \frac{1}{T_k}.
\end{cases} \]
Secondly, since the equilibrium $\mathcal{U}^0$ is an isothermal-isovelocity equilibrium, we have $T_k^0 = T^0$ and $u_k^0 = u^0$; moreover, the constraints \((16b,c)\) or \((18b,c)\) induce that $\sum_k Y_k \delta u_k = 0$ and $\sum_k Y_k \delta E_k = 0$. So, we obtain that

$$\frac{d\sigma}{dT^0} \delta U = -\frac{1}{T^0} \sum_k P_k^0 Y_k \delta \tau_k. \tag{19}$$

In the case of a gas mixture, the constraint \((16a)\) induces that for all $k$, $Y_k \delta \tau_k = 0$; in the case of a fluid mixture, the isobaric closure law \((4b)\) and the constraint \((18a)\) respectively induces that $P_k^0 \equiv P^0$ and $\sum_k Y_k \delta \tau_k = 0$. Then, in each case, we find that $\frac{d\sigma}{dT^0} \delta U = 0$ which concludes the proof. \(\square\)

3. Relaxation scheme and entropic results

The aim of this section is to propose a class of entropic schemes solving the multicomponent Euler system \((1)\) closed with \((3)-(10)\) for a gas mixture and closed with \((4)-(10)\) for a fluid mixture. The key point of the construction of these schemes is to “artificially separate” the two species by introducing a relaxed multicomponent Euler system and, then, by solving the mono-species Euler system for each species before relaxing the mixture to a thermodynamic equilibrium mixture \ie such that the closure relations \((2)-(10)\) and the closure relations \((3)\) or \((4)\) are verified. We will see that by using the minimization principles \((15, 16)\) and \((17, 18)\), this procedure will allow us to construct a class of entropic schemes under a CFL criterion and to recover some entropic results on existing numerical schemes.

Let us notice that the relaxed system studied in that paper is similar but not exactly equal to the one proposed in [2].

To simplify the notations, we write the results for a mixture of two species \ie for a binary mixture) and the discretization of the equations is written for a Cartesian mono-dimensional geometry.

3.1. The relaxed system

Let us write the relaxed system

$$\begin{align*}
\partial_t (\alpha_1 \rho_1) + \partial_x (\alpha_1 \rho_1 u_1) &= 0, \\
\partial_t (\alpha_1 \rho_1 u_1) + \partial_x (\alpha_1 \rho_1 u_1^2 + \alpha_1 P_1) &= \frac{1}{\lambda_u} (u_2 - u_1) + \kappa P_{\text{int}} \partial_x \alpha_1, \tag{b} \\
\partial_t (\alpha_1 \rho_1 E_1) + \partial_x [(\alpha_1 \rho_1 E_1 + \alpha_1 P_1)u_1] &= \frac{1}{\lambda_T} (T_2 - T_1) + \frac{U_{\text{inter}}}{\lambda_u} (u_2 - u_1) \\
&\quad \quad + \kappa \left[ P_{\text{int}} U_{\text{int}} \partial_x \alpha_1 + \frac{P_{\text{inter}}}{\lambda_P} (P_2 - P_1) \right], \tag{c} \\
\partial_t (\alpha_2 \rho_2) + \partial_x (\alpha_2 \rho_2 u_2) &= 0, \quad \tag{a'} \\
\partial_t (\alpha_2 \rho_2 u_2) + \partial_x (\alpha_2 \rho_2 u_2^2 + \alpha_2 P_2) &= \frac{1}{\lambda_u} (u_1 - u_2) + \kappa P_{\text{int}} \partial_x \alpha_2, \quad \tag{b'} \\
\partial_t (\alpha_2 \rho_2 E_2) + \partial_x [(\alpha_2 \rho_2 E_2 + \alpha_2 P_2)u_2] &= \frac{1}{\lambda_T} (T_1 - T_2) + \frac{U_{\text{inter}}}{\lambda_u} (u_1 - u_2) \\
&\quad \quad + \kappa \left[ P_{\text{int}} U_{\text{int}} \partial_x \alpha_2 + \frac{P_{\text{inter}}}{\lambda_P} (P_1 - P_2) \right] \tag{c'}
\end{align*}$$

where the temperature $T_k$ is the thermodynamic temperature associated to the equation of state $P_k(\tau_k, \varepsilon_k)$ of the $k$th species through the Hypothesis 2.1. We recall that $\alpha_k$ is the volumic fraction of the species $k$ and verifies \((7)\) and \((8)\) respectively for a gas and fluid mixture. The constant $\kappa$ is such that $\kappa = 0$ for a gas mixture and $\kappa = 1$ for a fluid mixture: see below.
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This system models a gas or fluid mixture which is not at thermodynamic equilibrium which is the case when $P_1 \neq P_2$ for a fluid mixture and when $u_1 \neq u_2$, $T_1 \neq T_2$ for a gas or fluid mixture. To force the mixture to go to the thermodynamic equilibrium, we introduce in the system (20) relaxation terms which are functions of $u_2 - u_1$, $T_2 - T_1$ and, in the case of a fluid mixture, are functions of $P_2 - P_1$. The coefficients $\lambda_u$, $\lambda_T$ and $\lambda_P$ are strictly positive modelling parameters.

We call the quantities $U_{\text{inter}}$ and $P_{\text{inter}}$ respectively \textit{interfacial velocity} and \textit{interfacial pressure} in the case of a fluid mixture – as in [2] – and, in that paper, also for a gas mixture although the notion of interface between species disappears in a gas mixture: these quantities will be defined below (\textit{cf.} (27) and (28)).

The parameter $\kappa$ is a constant belonging to $\{0, 1\}$ which turns off or turns on the pressure relaxation according to the kind of mixture. Indeed, to take into account the Dalton law (3b) for a gas mixture and the isobaric closure law (4b) for a fluid mixture, we close the system (20) with:

- \textit{For a gas mixture}: in that case, the thermodynamic equilibrium does not impose that $P_1$ is equal to $P_2$. Thus, we turn off the pressure relaxation by taking

$$\kappa = 0.$$  \hspace{1cm} (21)

We easily verify that the system (20) is closed when each $\alpha_k$ is given by

$$\begin{cases} 
\alpha_1 = 1, \\
\alpha_2 = 1
\end{cases}$$  \hspace{1cm} (22)

which is the case for a gas mixture (\textit{cf.} (7)).

- \textit{For a fluid mixture}: the closure relation (4b) means that the system (20) has to include pressure relaxation phenomena to obtain a good thermodynamic equilibrium. Thus, we impose that

$$\kappa = 1$$  \hspace{1cm} (23)

and we close the system (20) with

$$\begin{cases} 
\alpha_1 + \alpha_2 = 1 \hspace{0.5cm} (\text{cf.} \hspace{0.2cm} (8)), \\
\partial_t \alpha_1 + U_{\text{inter}} \partial_x \alpha_1 = \frac{1}{\lambda_P} (P_1 - P_2). \hspace{0.5cm} (\text{a})
\end{cases}$$  \hspace{1cm} (24)

The equation (24b) will allow to obtain an H-theorem (\textit{cf.} Lem. 3.1) and will allow to perform a Chapman–Enskog expansion in Section 4 (see also Sect. A.3).

It is important to underline that, for a fluid mixture, the \textit{non conservative terms} $P_{\text{int}} \partial_x \alpha_k$ and $P_{\text{int}} U_{\text{int}} \partial_x \alpha_k$ in (20) are not necessary to obtain a system which conserves the momentum and the total energy of the fluid mixture. From a physical point of view, they are supposed to model at a macroscopic level the mesoscopic phenomena at the physical interface between the immiscible fluids.

What we can precisely say in this paper is that they are \textit{necessary} to obtain a Navier–Stokes system with a Chapman–Enskog expansion applied to the relaxed Euler system (20): see Section 4 and Section A.3 in Appendix A.

Let us notice that the system (20) is very similar to the one proposed by Abgrall and Saurel in [2] for a fluid mixture. The difference is that we take into account temperature relaxation phenomena contrary to what is done in [2]: this will allow us to do a Chapman–Enskog expansion in Section 4 which would be certainly more complicated without any temperature relaxation phenomena.
Let us remark that the system (20) closed with (21, 22) or with (23, 24) can be rewritten with

\[
\begin{align*}
\partial_t \rho_1 + \partial_x (\rho_1 u_1) &= \kappa \left[ \frac{\rho_1}{\alpha_1 \lambda_P} (P_2 - P_1) + \rho_1 (U_{\text{inter}} - u_1) \frac{\partial_x \alpha_1}{\alpha_1} \right], \\
\partial_t (\rho_1 u_1) + \partial_x (\rho_1 u_1^2 + P_1) &= \frac{1}{\alpha_1 \lambda_u} (u_2 - u_1) \\
&\quad + \kappa \left\{ \frac{\rho_1}{\alpha_1 \lambda_P} u_1 (P_2 - P_1) + |\rho_1 u_1 (U_{\text{inter}} - u_1) + (P_{\text{int}} - P_1)| \frac{\partial_x \alpha_1}{\alpha_1} \right\}, \\
\partial_t (\rho_1 E_1) + \partial_x \left[ (\rho_1 E_1 + P_1) u_1 \right] &= \frac{1}{\alpha_1 \lambda_T} (T_2 - T_1) + \frac{1}{\alpha_1 \lambda_u} U_{\text{inter}} (u_2 - u_1) \\
&\quad + \kappa \left\{ \frac{1}{\alpha_1 \lambda_P} (\rho_1 E_1 + P_{\text{inter}}) (P_2 - P_1) \\
&\quad \quad + [(\rho_1 E_1 + P_1)(U_{\text{int}} - u_1) + U_{\text{int}} (P_{\text{int}} - P_1)] \frac{\partial_x \alpha_1}{\alpha_1} \right\}, \\
\partial_t \rho_2 + \partial_x (\rho_2 u_2) &= \kappa \left[ \frac{\rho_2}{\alpha_2 \lambda_P} (P_1 - P_2) + \rho_2 (U_{\text{inter}} - u_2) \frac{\partial_x \alpha_2}{\alpha_2} \right], \\
\partial_t (\rho_2 u_2) + \partial_x (\rho_2 u_2^2 + P_2) &= \frac{1}{\alpha_2 \lambda_u} (u_1 - u_2) \\
&\quad + \kappa \left\{ \frac{\rho_2}{\alpha_2 \lambda_P} u_2 (P_1 - P_2) + |\rho_2 u_2 (U_{\text{inter}} - u_2) + (P_{\text{int}} - P_2)| \frac{\partial_x \alpha_2}{\alpha_2} \right\}, \\
\partial_t (\rho_2 E_2) + \partial_x \left[ (\rho_2 E_2 + P_2) u_2 \right] &= \frac{1}{\alpha_2 \lambda_T} (T_1 - T_2) + \frac{1}{\alpha_2 \lambda_u} U_{\text{inter}} (u_1 - u_2) \\
&\quad + \kappa \left\{ \frac{1}{\alpha_2 \lambda_P} (\rho_2 E_2 + P_{\text{inter}}) (P_1 - P_2) \\
&\quad \quad + [(\rho_2 E_2 + P_2)(U_{\text{int}} - u_2) + U_{\text{int}} (P_{\text{int}} - P_2)] \frac{\partial_x \alpha_2}{\alpha_2} \right\}
\end{align*}
\]  

(25)
Then, under the Hypothesis 2.1, we have:

i) For a gas mixture: when \( \lambda_u \) and \( \lambda_T \) go to zero, the relaxed system (20) closed with (21, 22) is equivalent to the multicomponent Euler system (1) closed with (3)–(10) as soon as

\[
U_{\text{inter}} \in [\min (u_1, u_2), \max (u_1, u_2)].
\]  

(27)

ii) For a fluid mixture: when \( \lambda_u, \lambda_T \) and \( \lambda_P \) go to zero, the relaxed system (20) closed with (23, 24) is equivalent to the multicomponent Euler system (1) closed with (4)–(10) as soon as

\[
\left\{ \begin{array}{l}
U_{\text{inter}} \in [\min (u_1, u_2), \max (u_1, u_2)], \\
P_{\text{inter}} \in [\min (P_1, P_2), \max (P_1, P_2)].
\end{array} \right.
\]  

(28)

In Section 4, we will precise this property by recovering a Navier–Stokes system with a Chapman–Enskog expansion applied to relaxed system (20).

To prove this formal property, we firstly prove that the equilibrium solution of spatially homogeneous relaxed system

\[
\begin{aligned}
\partial_t \alpha_1 &= \frac{\kappa}{\lambda_P} (P_1 - P_2), \\
\partial_t (\alpha_1 \rho_1) &= 0, \\
\partial_t (\alpha_1 \rho_1 u_1) &= \frac{1}{\lambda_u} (u_2 - u_1), \\
\partial_t (\alpha_1 \rho_1 E_1) &= \frac{1}{\lambda_T} (T_2 - T_1) + \frac{U_{\text{inter}}}{\lambda_u} (u_2 - u_1) \\
&\quad + \frac{\kappa}{\lambda_P} P_{\text{inter}} (P_2 - P_1), \\
\partial_t (\alpha_2 \rho_2) &= 0, \\
\partial_t (\alpha_2 \rho_2 u_2) &= \frac{1}{\lambda_u} (u_1 - u_2), \\
\partial_t (\alpha_2 \rho_2 E_2) &= \frac{1}{\lambda_T} (T_1 - T_2) + \frac{U_{\text{inter}}}{\lambda_u} (u_1 - u_2) \\
&\quad + \frac{\kappa}{\lambda_P} P_{\text{inter}} (P_1 - P_2)
\end{aligned}
\]  

(29)

closed with (21, 22) or with (23, 24) when \( t \) goes to the infinity is respectively an isothermal-isovelocity equilibrium for a gas mixture or an isothermal-isobaric-isovelocity equilibrium for a fluid mixture:

Lemma 3.1. (H-theorem) The quantities \( Y_k, \rho, u \) and \( E \) defined by (26) and \( \varepsilon \equiv E - u^2/2 \) are constants of dynamical system (29). Moreover, under the Hypothesis 2.1, the mixture entropy \( s \equiv \sum_k Y_k s_k \) decreases and we have:

i) For a gas mixture: when \( t \) goes to the infinity, the solution of (29) converges to the isothermal equilibrium given by the unique solution of algebraic system (12) as soon as \( U_{\text{inter}} \) verifies (27).

ii) For a fluid mixture: when \( t \) goes to the infinity, the solution of (29) converges to the isothermal-isobaric equilibrium given by the unique solution of algebraic system (13) as soon as \( U_{\text{inter}} \) and \( P_{\text{inter}} \) verify (28).

And, in these two cases, the velocities \( u_k \) converge to the velocity \( u \). Moreover, the final equilibrium minimizes the mixture entropy.

Let us notice that this lemma is the translation for the relaxed multicomponent Euler system (20) of the well known H-theorem of Boltzmann (1872) traditionally applied to kinetic equations (see [11] and the references herein for example).
Proof of Lemma 3.1. Simple calculus show that $Y_k$, $\rho$, $u$ and $E$ are constants of (29). We show now that $s = \sum_k Y_k s_k$ verifies $\partial_t s \leq 0$ and that $\partial_t s = 0$ if and only if the system has reached an unique equilibrium which minimizes $s$. Then, we will be able to conclude by using the Lyapounov theorem.

Since, by using (9), we have $-T_1 \partial_t s_1 = P_1 \partial_t \tau_1 + \partial_t E_1 - u_1 \partial_t u_1$, we easily find that

$$-T_1 \partial_t s_1 = \frac{1}{Y_1 \rho \lambda_T} (T_2 - T_1) + \kappa \frac{(P_{\text{inter}} - P_1)}{Y_1 \rho \lambda_P} (P_2 - P_1) + \frac{U_{\text{inter}} - u_1}{Y_1 \rho \lambda_u} (u_2 - u_1)$$

by using (29). In the same way, we obtain

$$-T_2 \partial_t s_2 = \frac{1}{Y_2 \rho \lambda_T} (T_1 - T_2) + \kappa \frac{(P_{\text{inter}} - P_2)}{Y_2 \rho \lambda_P} (P_1 - P_2) + \frac{U_{\text{inter}} - u_2}{Y_2 \rho \lambda_u} (u_1 - u_2).$$

Since $\partial_t Y_k = 0$, we have

$$\partial_t s = \partial_t (Y_1 s_1 + Y_2 s_2) = Y_1 \partial_t s_1 + Y_2 \partial_t s_2$$

and we obtain

$$\partial_t s = \frac{\tau}{\lambda_P} (T_2 - T_1) \left( \frac{1}{T_2} - \frac{1}{T_1} \right) + \frac{\tau}{\lambda_u} (u_2 - u_1) \left[ \frac{(U_{\text{inter}} - u_2)}{T_2} - \frac{(U_{\text{inter}} - u_1)}{T_1} \right]$$

$$+ \kappa \frac{\tau}{\lambda_P} (P_2 - P_1) \left[ \frac{(P_{\text{inter}} - P_2)}{T_2} - \frac{(P_{\text{inter}} - P_1)}{T_1} \right].$$

Thus, when $U_{\text{inter}}$ and $P_{\text{inter}}$ verify (27) when $\kappa = 0$ and (28) when $\kappa = 1$, we find that $\partial_t s \leq 0$ and that $\partial_t s = 0$ if and only if $u_1 = u_2$, $T_1 = T_2$ and (when $\kappa = 1$) $P_1 = P_2$, equilibrium which is unique (cf. point $i$ of Th. 2.1) and which is the minimum of $s$ (cf. Prop. 2.2).

Formal proof of property 3.1. By using the Lemma 3.1, it is legitimate to state that when $\lambda_u$, $\lambda_T$ and $\lambda_P$ go to zero, the veloicities, the temperatures and the pressures are given by the equilibrium of spatially homogeneous relaxed system (29). Then, by using the definition (26), we easily obtain the result by summing (20a,b,c) respectively with (20a',b',c').

3.2. The numerical scheme and the entropy properties

The subscripts $n$ and $i$ are respectively the time and space subscripts and we recall that $k$ is the species subscript. The time and the mesh points are respectively defined by $t^n$ and $\{x_i\}$. 

Definition of the relaxation scheme: Using the Property 3.1, it is legitimate to solve (1) by doing a splitting between the hydrodynamic part of (20) or of (25) and the spatially homogeneous relaxation part (29) of (20) solved by making $\lambda_u$, $\lambda_T$ and $\lambda_P$ converge to zero. Then, the construction of the relaxation scheme is the following:

Hydrodynamic stage:

Let us suppose that we know $(Y_1^n, \rho^n, u^n, E^n)$ at the time $t^n$ in each mesh point $x_i$. Of course, we know $(T^n, P_1^n, P_2^n)$ and thus $(\alpha_k^n, \rho_k^n, u_k^n = u, E_k^n)$ since the mixture is supposed to be at thermodynamic equilibrium at the time $t^n$.

The hydrodynamic stage consists in “artificially separating” each species $k$ of the mixture by solving with an explicit finite volume scheme coupled to the initial condition $(\rho_k^n, u_k^n = u^n, E_k^n)$ the hydrodynamic part of (20).

Since the mixture is at thermodynamic equilibrium at the time $t^n$ and since the scheme is explicit, we have under the conditions (27) or (28) that $u_k^n = U_{\text{int}}^n$ and, for a fluid mixture, $P_k^n = P_{\text{int}}^n$. As a consequence, the non conservative terms in the right hand side of (25) disappear for a fluid mixture (we recall that these terms do
not exist for a gas mixture) which would not be the case by discretizing the hydrodynamic part of (20): thus, to define the hydrodynamic stage, we use the system (25) instead of a priori more simple system (20).

Thus, for a gas or fluid mixture, we solve in a time step $\Delta t$
\[
\begin{align*}
\partial_t \rho_k + \partial_x (\rho_k u_k) &= 0, \\
\partial_t (\rho_k u_k) + \partial_x (\rho_k u_k^2 + P) &= 0, \\
\partial_t (\rho_k E_k) + \partial_x [\rho_k E_k + P_k] &= 0
\end{align*}
\]
(33)

with an Eulerian explicit finite volume scheme or we solve
\[
\begin{align*}
D^k_t \tau_k &= \partial_m u_k, \\
D^k_t u_k &= -\partial_m P_k, \\
D^k_t E_k &= -\partial_m (P_k u_k)
\end{align*}
\]
(34)

with a Lagrangian explicit finite volume scheme (knowing that $D^k_t = \partial_t + u_k \partial_x$ and $\partial_m = \tau_k \partial_x$) which gives $(\rho^*_k, u^*_k, E^*_k)$ at the intermediate time $t^*$. Let us notice that we have $u^*_1 \neq u^*_2$, $T^*_1 \neq T^*_2$ and, for a fluid mixture, $P^*_1 \neq P^*_2$ since, at the time $t^*$, the mixture is not at thermodynamic equilibrium.

What is important to remark here is that we have “forgotten” the type of mixture at the time $t^*$ by solving (33) or (34) for each species $k$: the aim of the following relaxation stage will be to “mix” the species together by taking into account the mixture laws (3c) or (4c).

**Relaxation stage:**

We “mix” the species together to obtain a thermodynamic equilibrium mixture by solving (29) in the same time step $\Delta t$ with the initial condition given by $(\rho^*_k, u^*_k, E^*_k)$ by making $\lambda_u$, $\lambda_T$ and $\lambda_P$ converge to zero. Then, because of the Lemma 3.1, we obtain $(Y^*_k, \rho^{n+1}, u^{n+1}, E^{n+1})$ in each mesh point at the time $t^{n+1}$ with
\[
\begin{align*}
Y^{n+1}_k &= Y^*_k, \\
\rho^{n+1} &= \rho^*, \\
u^{n+1} &= Y^*_1 u^*_1 + Y^*_2 u^*_2, \\
E^{n+1} &= Y^*_1 E^*_1 + Y^*_2 E^*_2
\end{align*}
\]
(35)

and we obtain $(\rho^{n+1}_1, \rho^{n+1}_2, T^{n+1}, P^{n+1}_1, P^{n+1}_2)$ by solving the system (12) for a gas mixture or the system (13) for a fluid mixture. Let us remark that a simple calculus shows that $\varepsilon^{n+1} \equiv E^{n+1} - \frac{1}{2} (u^{n+1})^2$ is strictly positive as soon as $Y^*_k > 0$ and $\varepsilon^*_k > 0$.

**Condition to obtain an entropic relaxation scheme:** We will see in Section 3.2.1 and in Section 3.2.2 that a condition to obtain entropic results is that the previous relaxation numerical scheme verifies the following hypothesis:

**Hypothesis 3.1.** The explicit finite volume schemes used to solve (33) or (34) defined with the numerical flux $f_k = (f_{k,1}, f_{k,2}, f_{k,3})$ for each species $k$ in Eulerian or Lagrangian variables are entropic under a CFL criterion.

**3.2.1. For a gas mixture in Eulerian variables**

Let us now define the Eulerian finite volume scheme
\[
U^{n+1}_i = U^n_i - \frac{\Delta t}{\Delta x_i} \left[ f(U)^i_{i+\frac{1}{2}} - f(U)^i_{i-\frac{1}{2}} \right]
\]
(36)
Theorem 3.1. Let us suppose that the numerical hydrodynamic flux \( f(U)_{i+\frac{1}{2}} \) in (36) is simply defined by

\[
f(U)_{i+\frac{1}{2}} = \left( \begin{array}{c}
f_{1,1} (U_i)_{i+\frac{1}{2}+} - f_{1,1} (U_i)_{i+\frac{1}{2}-} \\
f_{1,2} (U_i)_{i+\frac{1}{2}+} - f_{1,2} (U_i)_{i+\frac{1}{2}-} \\
f_{1,3} (U_i)_{i+\frac{1}{2}+} - f_{1,3} (U_i)_{i+\frac{1}{2}-}
\end{array} \right)
\]

(37)

where \( U_k \equiv (\rho_k, \rho_k u_k, \rho_k E_k) \) and \( f_k \equiv (\rho_k u_k, \rho_k u_k^2 + P_k, (\rho_k E_k + P_k) u_k) \). Then, under the Hypothesis 2.1 and 3.1, the Eulerian numerical scheme (36) is consistent with (1) closed by (3)–(10), and is entropic under a CFL criterion.

Proof of Theorem 3.1. Let us define the numerical schemes

\[
\begin{align*}
U_{i+1/2}^n &= U_{i+1/2}^{n-1} - \frac{\Delta t}{\Delta x_i} \left[ f_{1,1} (U_i)^{n+1/2}_i - f_{1,1} (U_i)^{n-1/2}_i \right], \quad (a) \\
U_{i+1/2}^{n+1} &= U_{i+1/2}^{n+1} - \frac{\Delta t}{\Delta x_i} \left[ f_{2,2} (U_i)^{n+1/2}_i - f_{2,2} (U_i)^{n-1/2}_i \right] \quad (b)
\end{align*}
\]

which discretize (33) for \( k \in \{1, 2\} \).

Consistency: It is obvious by summing (38a) and (38b), and by using the point \( i \) of the Property 3.1.

Entropic property: Under the Hypothesis 2.1 and 3.1, we can write that

\[
(\rho_k s_k)^{n+1}_i \leq (\rho_k s_k)^{n}_i - \frac{\Delta t}{\Delta x_i} \left[ g_k (U_k)_{i+\frac{1}{2}}^{n+1} - g_k (U_k)_{i-\frac{1}{2}}^{n} \right] \]

under a CFL criterion for \( k \in \{1, 2\} \) where \( g_k \) is the numerical entropic flux associated to the entropic scheme (38a) or (38b). By summing \((\rho_1 s_1)^{n+1}_i\) with \((\rho_2 s_2)^{n+1}_i\) and by noting that

\[
\rho_{k,i} = Y_{k,i}^{n+1} \rho_i^{n+1} = Y_{k,i}^{n+1} \rho_i^{n+1} = \rho_{k,i}^{n+1}
\]

because of the mixture relation (3c) and the relations (35), we obtain that

\[
\rho_i^{n+1} (Y_{1,i}^{n+1} s_{1,i}^{n+1} + Y_{2,i}^{n+1} s_{2,i}^{n+1}) \leq \rho_i^{n} s_i^{n} - \frac{\Delta t}{\Delta x_i} \left[ g_i^{n+1} - g_i^{n-1} \right] \]

(40)

where

\[
\begin{align*}
s &= Y_1 s_1 + Y_2 s_2, \\
g &= g_1 + g_2.
\end{align*}
\]

And, by applying the minimization principle (15)–(16), we deduce that the relaxation stage (35) closed with (12) to obtain \( P_k^{n+1} \) and \( T^{n+1} \) implies that

\[
s_i^{n+1} \leq Y_{1,i}^{n+1} s_{1,i}^{n+1} + Y_{2,i}^{n+1} s_{2,i}^{n+1}
\]

which concludes the proof. \( \square \)
3.2.2. For a fluid mixture in Lagrangian variables

We now discretize the multicomponent Euler system written in Lagrangian variables

\[
\begin{align*}
&\forall k \in \{1, \ldots, K - 1\} : \partial_t Y_k = 0, \\
&\partial_t \tau = \partial_m u, \\
&\partial_t u = -\partial_m P, \\
&\partial_t E = -\partial_m (Pu)
\end{align*}
\]

now closed by (4)–(10).

**Hydrodynamic stage:**

The two numerical schemes solving the hydrodynamic stages (34) are given by

\[
\begin{align*}
U_{1,i}^* &= U_{1,i}^n - \frac{\Delta t}{\Delta m_{1,i}} \left[ f_1 (U_1)^{n+\frac{1}{2}}_i - f_1 (U_1)^{n-\frac{1}{2}}_i \right]; \quad (a) \\
U_{2,i}^* &= U_{2,i}^n - \frac{\Delta t}{\Delta m_{2,i}} \left[ f_2 (U_2)^{n+\frac{1}{2}}_i - f_2 (U_2)^{n-\frac{1}{2}}_i \right]; \quad (b)
\end{align*}
\]

with \(\Delta m_{k,i} = \rho_{k,i}^n \Delta x_i^n\) and where \(f_1 = (f_{1,1}, f_{1,2}, f_{1,3})\) and \(f_2 = (f_{2,1}, f_{2,2}, f_{2,3})\) are the respective Lagrangian numerical fluxes. Moreover, the closure law (24b) imposes that

\[
\alpha_k^* = \alpha_k^n
\]

since the fluid mixture is initially at thermodynamic equilibrium (i.e. \(u_1^n = u_2^n = U_{\text{int}}^n\) and \(P_1^n = P_2^n = P_{\text{int}}^n\)) and since the scheme is explicit.

**Relaxation stage:**

According to (35), we relaxe the mixture to the thermodynamic equilibrium by defining

\[
\begin{align*}
Y_{k,i}^{n+1} &= Y_{k,i}^*, \\
u_{i}^{n+1} &= Y_{1,i}^* u_{1,i}^* + Y_{2,i}^* u_{2,i}^*, \\
E_{i}^{n+1} &= Y_{1,i}^* E_{1,i}^* + Y_{2,i}^* E_{2,i}^*
\end{align*}
\]

and we obtain the density \(\rho_{i}^{n+1}\) with

\[
\frac{1}{\rho_{i}^{n+1}} = \frac{Y_{1,i}^*}{\rho_{1,i}^n} + \frac{Y_{2,i}^*}{\rho_{2,i}^n}
\]

by using the mixture law (4c). The quantities \(T_{i}^{n+1}\) and \(P_{i}^{n+1}\) are computed with (13).

To obtain the entropic results in Lagrangian variables, we have to verify a supplementary hypothesis relative to the numerical fluxes \(f_k\):

**Hypothesis 3.2.** We can modify the numerical flux \(f_k = (f_{k,1}, f_{k,2}, f_{k,3})\) for each species \(k\) such that

\[
f_{k,1} = f_{2,1}
\]

when the isothermal-isobaric-isovelocity laws (2)–(4b)–(10) are verified and such that the Hypothesis 3.1 is still verified.
We have the following result:

**Theorem 3.2.** Under the Hypothesis 2.1 and 3.2, the Lagrangian numerical scheme (42)–(45) is consistent with (1) closed by (4)–(10) and is entropic under a CFL criterion. Moreover, it is conservative as soon as the fluxes $f_{k,2}$ and $f_{k,3}$ for each species $k$ verify

$$\begin{cases}
    f_{1,2} = f_{2,2}, \\ f_{1,3} = f_{2,3}
\end{cases}$$

(a) (b) \hspace{1cm} (47)

under the Hypothesis 3.2.

**Proof of Theorem 3.2.** The proof is similar to the proof of Theorem 3.1. We just have to underline that the equality (46) is crucial since it allows to write that the scheme (42, 43) implies that $Y_{1,i}^* = Y_{1,i}^n$ and $Y_{2,i}^* = Y_{2,i}^n$, which makes possible to use the minimization principle (17, 18) knowing the relations (44, 45). □

Let us remark that the Hypothesis 3.2 coupled with (47) is very restrictive. Nevertheless, we will see in Section 3.3.2 that the set of such entropic schemes is not empty. At last, let us notice that a theorem similar to Theorem 3.2 could be obtained for a gas mixture.

### 3.2.3. For a fluid mixture in Eulerian variables

We explain in this section why, contrary to a gas mixture (cf. Sect. 3.2.1), it seems impossible to prove that the relaxation scheme is entropic in *Eulerian variables* for a fluid mixture. We can already say that this impossibility is due to the mixture law (4c).

Indeed, in Eulerian variables, the hydrodynamic stage (33) for a fluid mixture is *exactly* the same than the hydrodynamic stage for a gas mixture; we just have also to solve the transport equation (24b) in order to know $\alpha_{k,i}$ and $Y_{k,i}^*$. And, under the Hypothesis 3.1, we obtain the inequalities (39). Nevertheless, the relaxation stage for a fluid mixture is different from the relaxation stage for a gas mixture since the mixture laws are different. And, it is easy to verify that the inequalities (39) do not imply the inequality (40) because of the mixture law (4c). As a consequence, we can not use the minimization principle (17, 18) to obtain the entropic result.

### 3.3. Two examples of relaxation schemes

We propose to present two examples of explicit finite volume schemes for the multicomponent Euler system (1) closed with (3)–(10) or with (4)–(10) which are already known and which can be interpreted as relaxation schemes. Then, it will be possible to immediately prove that these schemes are entropic under a CFL criterion by applying the Theorems 3.1 or 3.2.

The first example is a kinetic scheme built for a gas mixture and proposed in [20]; the second one comes from [13] and was extended in [16] for a fluid mixture.

#### 3.3.1. For a gas mixture in Eulerian variables

Let us suppose that each gas is *ideal* which means that each equation of state is given by (cf. [14] for example)

$$\begin{cases}
    P_k = \rho_k T_k / m_k, \\ \varepsilon_k = \mathcal{E}_k(T_k)
\end{cases}
$$

($m_k$ is the atomic mass of the species $k$), and let us suppose that each numerical flux $(f_{k,1}, f_{k,2}, f_{k,3})$ is defined by a mono-species kinetic scheme verifying the Hypothesis 3.1 as it is the case in [19] and [20].

Then, by applying the Theorem 3.1, we immediately obtain that the multicomponent kinetic scheme defined with (36, 37) is entropic under a CFL criterion: this result was previously proposed in Section 4.4 of [20] where it is proven entropic results in a more general context.
3.3.2. For a fluid mixture in Lagrangian variables

Let us define the Lagrangian scheme for a fluid mixture

\[
\begin{cases}
    Y_{k,i}^{n+1} = Y_{k,i}^n, \\
    \tau_{i}^{n+1} = \tau_{i}^n + \frac{\Delta t}{\Delta m_i} (u_{i+1/2}^n - u_{i-1/2}^n), \\
    u_i^{n+1} = u_i^n - \frac{\Delta t}{\Delta m_i} (P_{i+1/2}^n - P_i^n), \\
    F_{i}^{n+1} = F_{i}^n - \frac{\Delta t}{\Delta m_i} (P_{i+1/2}^{n+1}u_{i+1/2}^n - P_{i-1/2}^{n-1}u_{i-1/2}^n)
\end{cases}
\]  

(48)

with \(\Delta m_i = \rho_i^0 \Delta x_i^0\) and with

\[
\begin{cases}
    u_{i+1/2} = \frac{u_i + u_i+1}{2} - \frac{1}{2(\rho c)_{i+1/2}} (P_{i+1} - P_i), \\
    P_{i+1/2} = \frac{P_i + P_{i+1}}{2} - \frac{(\rho c)_{i+1/2}}{2} (u_{i+1} - u_i).
\end{cases}
\]  

(49)

And, to obtain \(T_{i+1}^{n+1}\) and \(P_{i+1}^{n+1}\), we solve the algebraic system (13).

The term \((\rho c)_{i+1/2}\) is strictly positive and is defined by

\[
(\rho c)_{i+1/2} = \sqrt{\frac{\max(\rho_i c_i^2, \rho_{i+1} c_{i+1}^2)}{\min(\frac{1}{\rho_i}, \frac{1}{\rho_{i+1}})}}
\]  

(50)

in [16] where \(c\) is the sound speed of the fluid mixture (of course, we suppose that the Hypothesis 2.1 is verified: thus, because of the point ii of Theorem 2.1, we can define \(c\) and we have \(c > 0\)). Let us notice that \((\rho c)_{i+1/2}\) is proportional to the numerical viscosity of the scheme.

Let us now define the mono-species Lagrangian schemes for each species \(k\) with (42) where the numerical flux \((f_{k,1}, f_{k,2}, f_{k,3})\) is defined by

\[
\begin{cases}
    (f_{k,1})_{i+1/2} = u_i+1/2, \\
    (f_{k,2})_{i+1/2} = P_{i+1/2}, \\
    (f_{k,3})_{i+1/2} = P_{i+1/2}u_i+1/2.
\end{cases}
\]  

(51)

In [13], it is proven that the mono-species numerical schemes (42a) or (42b) with (51) is entropic under a CFL criterion for any strictly positive choice of \((\rho c)_{i+1/2}\) (the choice of the formula giving \((\rho c)_{i+1/2}\) defines the value of the CFL constant). Then, the Hypothesis 3.2 and (47) are verified and we can rewrite the scheme (48) closed with (13) with the relaxation formalism (42)–(45). This implies, by applying the Theorem 3.2, that the Lagrangian scheme (48)–(50) closed with (13) is entropic under a CFL criterion.

4. CHAPMAN–ENSKOG EXPANSION

In order to formally prove that the relaxed system (20) is “well posed” when \(\lambda_u, \lambda_T\) and, for a fluid mixture, \(\lambda_P\) go to zero and that the relaxation procedure described in Section 3.2 is consistent with the multicomponent Euler system (1) closed with (3)–(10) or with (4)–(10), we compute a first order Chapman–Enskog expansion for a binary mixture.

In the case of a gas mixture, we will recover a binary Navier–Stokes system with the classical Fick and Newton laws, but with also the pressure diffusion and the thermal diffusion which are less known diffusion processes; in the case of a fluid mixture, we will also recover a binary Navier–Stokes system with the Fick and Newton laws, and with also two other diffusion laws: the first one is a density diffusion whose physical meaning is not clear, and the second one is a thermal diffusion similar to the previous one obtained for a gas mixture.
The thermal diffusion in the case of a fluid mixture can be seen as a Soret effect. Indeed, the Soret effect is a diffusion effect in liquid mixtures which is equivalent to the thermal diffusion in gas mixtures. Let us notice that, contrary to the thermal diffusion in gas mixtures (cf. [8]), it does not exist any theoretical derivation of the Soret effect (cf. [15], Chap. 8).

We will also underline that under the Hypothesis 2.1 and under the conditions (27) or (28), firstly, it is possible to compute the previous Chapman–Enskog expansion and, secondly, the coefficient of the Fick law has the good sign. Moreover, we will prove that the viscosity for a binary gas or fluid mixture is strictly positive when each species is ideal. We will also show that the thermal diffusion coefficient in gas mixture depends on the size of particles which is coherent with the Chapman and Cowling theory (cf. [5, 8] and [15]).

All these results will allow us to show similarities between this Chapman–Enskog expansion and the Chapman–Enskog expansion applied to classical Boltzmann equations (cf. [8] for example): indeed, we will see that we can compute the first order Chapman–Enskog expansion of the relaxed multicomponent Euler system (20) when the Hypothesis 2.1 is verified and that it is also the case for the multi-species Boltzmann system when the micro-reversibility hypothesis applied to the microscopic cross sections is verified, hypothesis which is necessary to obtain a (kinetic) H-theorem and, thus, to prove the convergence of the distribution of each species \( k \) to a Maxwellian distribution (cf. Lem. 3.1 for the Euler system).

Let us notice that we suppose that the relaxation process has only one time scale: thus, we impose that \( \lambda_u = \lambda_T = \lambda_P = \lambda \) in (20).

4.1. The first order Chapman–Enskog expansion

The main results – whose proof are given in Appendix A – are the following:

**Theorem 4.1.** Under the Hypothesis 2.1 and under the conditions (27) or (28), it exists an unique \((J_k, \mu)\) such that the first order Chapman–Enskog expansion of binary multicomponent Euler system (20) closed with (21, 22) for a gas mixture or with (23, 24) for a fluid mixture is given by the multicomponent Navier–Stokes system

\[
\begin{align*}
\forall k : \partial_t (Y_k \rho) + \partial_x (Y_k \rho u) &= \partial_x (\lambda J_k), \\
\partial_t (\rho u) + \partial_x (\rho u^2 + P) &= \partial_x (\lambda \mu \partial_x u), \\
\partial_t (\rho E) + \partial_x [(\rho E + P) u] &= \partial_x [\lambda (J_1 h_1 + J_2 h_2)] + \partial_x (\lambda \mu \partial_x u)
\end{align*}
\]

(52)

where \( h_k = \varepsilon_k + P_k / \rho_k \) is the specific enthalpy of the species \( k \), system which is closed with (3)–(10) for a gas mixture or with (4)–(10) for a fluid mixture.

Let us notice that \( \mu \) can be assimilated to the classical viscosity of the Newton law.

And, it is possible to explicit the formula giving the flux \( J_k \):

**Proposition 4.1.** Under the Hypothesis 2.1 and by defining

\[
\Theta_{12}(T, P_1, P_2) = Y_1 \frac{\partial \tau_1}{\partial P_1}(T, P_1) + Y_2 \frac{\partial \tau_2}{\partial P_2}(T, P_2),
\]

(53)

we have:

i) For a gas mixture, the flux \( J_k \) in (52) is defined by

\[
J_k = \chi \partial_x Y_k + \beta_k \partial_x P + \gamma_k \partial_x T
\]

(54)
where

\[
\begin{align*}
\chi &= -\rho Y_1 Y_2 \frac{\tau_1 + \tau_2}{\Theta_{12}}, \\
\beta_1 &= \rho Y_1 Y_2 \left( \frac{Y_2 \partial_{T_2}(T, P_2)}{\Theta_{12}} - Y_1 \right) \in [-1, 1], \\
\gamma_1 &= \rho Y_1 Y_2 \frac{Y_2 \partial_{T_2}(T, P_2) - Y_1 \partial_{T_1}(T, P_1)}{\Theta_{12}}
\end{align*}
\]

with \(\Theta_{12} = \Theta_{12}(T, P_1, P_2)\).

ii) For a fluid mixture, the flux \(J_k\) in (52) is defined by

\[
J_k = \tilde{\chi} \partial_x Y_k + \tilde{\beta}_k \partial_x \rho + \tilde{\gamma}_k \partial_x T
\]

where

\[
\begin{align*}
\tilde{\chi} &= -(\rho Y_1 Y_2)^2 \frac{(\tau_1 - \tau_2)^2}{\Theta_{12}}, \\
\tilde{\beta}_1 &= (Y_1 Y_2)^2 \frac{\tau_2 - \tau_1}{\Theta_{12}}, \\
\tilde{\gamma}_1 &= (\rho Y_1 Y_2)^2 \frac{(\tau_2 - \tau_1) Y_1 \partial_{T_1}(T, P) + Y_2 \partial_{T_2}(T, P)}{\Theta_{12}}
\end{align*}
\]

with \(\Theta_{12} = \Theta_{12}(T, P, P)\).

And we have \(\beta_2 = -\beta_1\), \(\gamma_2 = -\gamma_1\) and \(\tilde{\beta}_2 = -\tilde{\beta}_1\), \(\tilde{\gamma}_2 = -\tilde{\gamma}_1\).

The fluxes \(\chi \partial_x Y_k\) and \(\tilde{\chi} \partial_x Y_k\) in (54) and (56) model the classical Fick law. The fluxes \(\beta_k \partial_x P\) and \(\gamma_k \partial_x T\) in (54) model for a gas mixture the diffusion through the respective pressure and thermal diffusions which are less known than the Fick law (cf. [8] and [5]).

The value of \(\gamma_1\) in (55) is formally similar to the formula

\[
\gamma_1 = \rho Y_1 Y_2 \frac{Y_2 S_2 - Y_1 S_1}{S_{12}}
\]

given in [8] (cf. formula (9.83,1) p. 165) where \(S_k\) and \(S_{12}\) depend on the type of microscopic interaction between the particles 1 and 2.

For a fluid mixture, we also find two terms in (56) – namely \(\tilde{\beta}_k \partial_x \rho\) and \(\tilde{\gamma}_k \partial_x T\) – which are similar to the previous pressure and thermal diffusions for a gas mixture.

Concerning the term \(\tilde{\beta}_k \partial_x \rho\), we can say that the density \(\rho = \alpha_1 \rho_1 + \alpha_2 \rho_2\) in \(J_k\) for a fluid mixture plays the role of the pressure \(P = \alpha_1 P_1 + \alpha_2 P_2\) in \(J_k\) for a gas mixture (we recall that \(\alpha_1 = \alpha_2 = 1\) in a gas mixture).

But, its physical meaning is not obvious.

Nevertheless, the term \(\tilde{\gamma}_k \partial_x T\) has a physical meaning: indeed, it can be assimilated to a Soret effect which defines the thermal diffusion in a liquid mixture (cf. [15], Chap. 8).

Let us notice that there are no Fourier law and no Dufour law in the energy equation of (52): this shows that the relaxed system (20) does not take into account all the physics. Let us recall that the Dufour law (also called diffusion thermo-effect in [8]) models the creation of a temperature gradient through a mass fraction gradient and does not have to be confused with the energy flux \(\lambda \sum_k J_k h_k\) which is directly due to the interdiffusion between species. In other words, the Dufour effect is the “opposite” of the thermal diffusion or Soret effect.
Let us remark that the thermal diffusion and Dufour effect are known to be very tiny for common temperature gradients (these diffusion phenomena are taken into account in combustion for example where the temperature gradients are very important).

We can deduce from the previous proposition that:

**Corollary 4.2.** Under the Hypothesis 2.1, the Fick coefficients $\chi$ and $\tilde{\chi}$ are positive.

Unfortunately, it seems a priori more difficult to obtain a simple formula giving the viscosity $\mu$ which shows that $\mu > 0$ under the Hypothesis 2.1 for any equation of state although this last result should be true. Nevertheless, in the following subsection, we will show that this viscosity is strictly positive when all the species are ideal.

**Proof of corollary 4.2.** We just have to prove that $\Theta_{12} < 0$ under the Hypothesis 2.1. This inequality is deduced from the point $i$ of the Lemma B.1 in Appendix B. □

### 4.2. Computation of the diffusion coefficients for ideal species

We now particularize the results of the Theorem 4.1 and of the Proposition 4.1:

**Computation of the viscosity for a binary mixture when the species are ideal**

Let us now suppose that each equation of state $\varepsilon_k(\tau_k, P_k)$ is given by

$$
\begin{align*}
P_k &= \rho_k T_k / m_k, \\
\varepsilon_k &= \mathcal{E}_k(T_k)
\end{align*}
$$

where $m_k$ is the atomic mass of the species $k$. Thus, each species $k$ is ideal and we can establish the following result (the proof is in Appendix C):

**Lemma 4.1.** When the equation of state $\varepsilon_1(\tau_1, P_1)$ and $\varepsilon_2(\tau_2, P_2)$ are defined by (58), the Newton coefficient $\mu$ verifies

$$
\mu = \frac{T(Y_1 Y_2 \rho)^2}{m_1 m_2} \left( \frac{\sqrt{m_1 \mathcal{E}_1(T)'} - \sqrt{m_2 \mathcal{E}_2(T)'}}{Y_1 \mathcal{E}_1(T)' + Y_2 \mathcal{E}_2(T)'} \right)^2 > 0
$$

for a gas or fluid mixture.

**Computation of the flux $J_k$ for a binary gas mixture when the species are ideal**

**Lemma 4.2.** When the equation of state $\varepsilon_1(\tau_1, P_1)$ and $\varepsilon_2(\tau_2, P_2)$ are defined by (58) in a gas mixture, the thermal diffusion does not exist (i.e. $\gamma_k = 0$) and the flux $J_k$ given by (54) can be rewritten with

$$
J_k = D_{12} \left[ \partial_x c_k + \left( 1 - \frac{m_k}{m} \right) c_k \partial_x \log P \right]
$$

where $D_{12} = D_{21} > 0$ knowing that $\frac{1}{m} \equiv \frac{Y_1}{m_1} + \frac{Y_2}{m_2}$ and $c_k \equiv Y_k m / m_k$ which is the concentration of the species $k$.

Let us remark that the flux (60) is classical in isotopic separation. Moreover, it is known that for ideal gases, the thermal diffusion effect is almost equal to zero compared to the Fick and pressure diffusion effects.
Computation of the thermal diffusion in a binary gas mixture when only one of the species is ideal

Now, $\varepsilon_1(\tau_1, P_1)$ and $\varepsilon_2(\tau_2, P_2)$ are respectively given by (58) and by

$$
\begin{cases}
  P_k = \frac{T_k/m_k}{\tau_k - b_k}, \\
  \varepsilon_k = \mathcal{E}_k(T_k)
\end{cases}
$$

(61)

where the strictly positive constant $b_k$ is called covolume. This covolume takes into account in a rough way the fact that there is a compressibility limit for the gas 2 because of the size of the atoms or molecules constituting this gas (here, the law (61) imposes that $\rho_2 < b_2^{-1}$). In this case, we obtain the following lemma:

**Lemma 4.3.** When the equations of state $\varepsilon_1(\tau_1, P_1)$ and $\varepsilon_2(\tau_2, P_2)$ are respectively defined by (58) and (61), it exists $\Gamma_{12} > 0$ such that

$$
\gamma_1 = \rho Y_1 Y_2 \Gamma_{12} b_2 > 0.
$$

(62)

We deduce of this lemma that the thermal diffusion depends on the size of the particles of each species which is coherent with the Chapman and Cowling theory (cf. [8]). Let us notice that the positive sign of $\gamma_1$ in (62) implies that the more the size of the particle of type 2 is important, the more they diffuse to the hot area: in general, the Chapman and Cowling theory shows that $\gamma_1 < 0$; but, for particular microscopic interaction models as the Lennard–Jones model, $\gamma_1$ can be positive (see Figs. 9 and 10 in Sect. 2.7 of [15]).

4.3. **Comparison with the Chapman–Enskog expansion applied to Boltzmann equations**

An important remark is that we are able to compute the first order perturbations of the Chapman–Enskog expansion for the relaxed Euler system (20) only under the thermodynamic Hypothesis 2.1 (and under the conditions (27) for a gas mixture or (28) for a fluid mixture).

Similarly, for the multi-species Boltzmann system (cf. [22]), we are able to compute the first order perturbations of the Chapman–Enskog expansion when the micro-reversibility hypothesis is verified, hypothesis which imposes that the microscopic cross sections of the Boltzmann operator have a particular form (see Sect. 3 and the remark at the end of Sect. 6 in [11] for example). Indeed, a mono-species or multi-species Boltzmann operator admits only one equilibrium distribution (cf. the point $i$ of the Th. 2.1 for the Euler system) – namely a Maxwellian distribution in the classical cases – and a H-theorem (cf. the Lem. 3.1 for the Euler system) when the micro-reversibility hypothesis is fulfilled.

More precisely, we have seen in the proof of Theorem 4.1 (cf. Prop. A.1 in Appendix A) that, under the Hypothesis 2.1, the first order perturbation $X$ of the Chapman–Enskog expansion is solution of a linear matricial system of the type $M \cdot X = B$; in the Boltzmann case, we could prove that the corresponding perturbation $X$ is solution of a linear system of the form $L(X) = g$ where $L$ is a linear integral operator and where $g \in \text{Ker}(L)^\perp$ when the micro-reversibility hypothesis is verified. And, these two linear problems have an unique solution because:

- for the relaxed multicomponent Euler system: $\det(M) > 0$ (cf. Appendix A);

- for the multi-species Boltzmann operator: we can apply the Fredholm alternative on the linear operator $L$.

Thus, we can say that the sentence

*each macroscopic equation of state in the relaxed multicomponent Euler system admits a convex entropy* is qualitatively equivalent to the sentence

*each microscopic cross section in the multi-species Boltzmann system verifies the micro-reversibility property.*
We summarize the previous remarks in the Table 1.

5. Conclusion

After having defined a gas mixture as an *intimate* mixture of gases and a fluid mixture as an *immiscible* mixture of fluids (or *separated phase* mixture), we have extended the relaxation schemes initially proposed in [7] for the mono-species Euler system to the multicomponent Euler system describing an isothermal-isovelocitity gas mixture or an isothermal-isobaric-isovelocity fluid mixture by solving with a splitting technique a relaxed multicomponent Euler system. And, with the help of a Gibbs lemma, we have proven entropic results on these relaxation schemes in Eulerian variables for a gas mixture and in Lagrangian variables for a fluid mixture. These results allowed us to prove that a multicomponent kinetic Eulerian scheme is entropic under a CFL criterion (result already proven in [20]) and that the multicomponent version of the Lagrangian scheme described in [13] and used in [16] is also entropic under a CFL criterion. It is important to recall that these relaxation schemes in the case of fluid mixtures are not dedicated to simulations of interfaces problems where the fluid mixture is numerical and located to material interfaces, but to simulations of physical fluid mixtures at *thermodynamic equilibrium* (as in the case of gas mixtures) and at scales where it is impossible to define any material interface between each fluid.

After having proven these entropic results, we have performed a first order Chapman–Enskog expansion on the previous relaxed system for a binary mixture. This has allowed us to obtain a binary Navier–Stokes system including the Fick and Newton laws for a gas and fluid mixture. We have also found the pressure and thermal diffusions for a gas mixture and, for a fluid mixture, a density diffusion – whose physical meaning is not clear – and a thermal diffusion which can be assimilated to a Soret effect. Moreover, for particular equations of state, we have recovered some physical results concerning the sign of the diffusion constants. At last, we have underlined similarities between this Chapman–Enskog expansion and the Chapman–Enskog expansion applied to classical Boltzmann equations.

A next work could be to find a good projection stage to obtain an entropic Eulerian scheme for a fluid mixture by using the Lagrange + projection technique described in [16] and by using the entropic Lagrangian scheme proposed in this paper. At last, it should be interesting to specify the results on the positivity of the viscosity in the Chapman–Enskog expansion for any equation of state and for any number of species in the mixture.

### Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Relaxed Euler system</th>
<th>Boltzmann system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perturbation</td>
<td>$X = (P_k, T_k)(t, x)$ (cf. Appendix A)</td>
<td>$X = (X_k)(t, x, v)$ (v is the microscopic velocity)</td>
</tr>
<tr>
<td>Condition</td>
<td>$\exists s_k$ strict. conv., 27 or 28 is verified</td>
<td>micro-reversibility hypothesis</td>
</tr>
<tr>
<td></td>
<td>$\exists a$ H-theorem</td>
<td>$\exists a$ H-theorem</td>
</tr>
<tr>
<td>Linear Equation</td>
<td>$\exists (M, B)$ such that $M \cdot X = B(t, x)$</td>
<td>$\exists (L, g \in \text{Ker}(L)^{+})$ such that $L(X) = g(t, x, v)$</td>
</tr>
<tr>
<td>Existence and unicity</td>
<td>$\text{det}(M) &gt; 0$ (because $s_k$ is strict. conv.)</td>
<td>Fredholm alternative</td>
</tr>
</tbody>
</table>
| Transport coefs. for a binary ideal gas mixture | Fick $> 0$
Pressure diffusion $\neq 0$
Newton $> 0$
No Fourier
No thermal diff. and no Dufour effect | Fick $> 0$
Pressure diffusion $\neq 0$
Newton $> 0$
Fourier $> 0$
Thermal diff. and Dufour effect can exist but are often neglected |
Appendix A. Proof of Theorem 4.1 and of Proposition 4.1

A.1. Proof of Theorem 4.1

Let us suppose that at any point \((t, x)\), we know \(\rho_k, \alpha_k, u_k, T_k, \varepsilon_k\) and \(E_k\) with \(k \in \{1, 2\}\). Then, we know \(\rho \equiv \alpha_1 \rho_1 + \alpha_2 \rho_2, Y_k \equiv \alpha_k \rho_k / \rho, E \equiv Y_1 E_1 + Y_2 E_2, u \equiv Y_1 u_1 + Y_2 u_2, \varepsilon_k \equiv E_k - \frac{u_k^2}{2}\) and the unique \((T_k, P_k)\) such that \(\tau_k(T_k, P_k) = \tau_k\) and \(\varepsilon_k(T_k, P_k) = \varepsilon_k\). Moreover, we can define the associated thermodynamic equilibrium with

\[
\begin{align*}
\alpha_k^{\text{eq}} &= \alpha_k \equiv 1, \\
Y_1 \tau_1(T^{\text{eq}}, P_1^{\text{eq}}) &= \tau, \\
Y_2 \tau_2(T^{\text{eq}}, P_2^{\text{eq}}) &= \tau, \\
Y_1 \varepsilon_1(T^{\text{eq}}, P_1^{\text{eq}}) + Y_2 \varepsilon_2(T^{\text{eq}}, P_2^{\text{eq}}) &= E - \frac{u^2}{2} \equiv \varepsilon^{\text{eq}}, \\
P^{\text{eq}} &= P_1^{\text{eq}} + P_2^{\text{eq}}
\end{align*}
\]

for a gas mixture, and with

\[
\begin{align*}
\alpha_1^{\text{eq}} + \alpha_2^{\text{eq}} &= \alpha_1 + \alpha_2 \equiv 1, \\
Y_1 \tau_1(T^{\text{eq}}, P_1^{\text{eq}}) + Y_2 \tau_2(T^{\text{eq}}, P_2^{\text{eq}}) &= \tau, \\
Y_1 \varepsilon_1(T^{\text{eq}}, P_1^{\text{eq}}) + Y_2 \varepsilon_2(T^{\text{eq}}, P_2^{\text{eq}}) &= E - \frac{u^2}{2} \equiv \varepsilon^{\text{eq}}, \\
P^{\text{eq}} &= P_1^{\text{eq}} = P_2^{\text{eq}}
\end{align*}
\]

for a fluid mixture where the subscript \(^{\text{eq}}\) means equilibrium (we recall that this equilibrium is unique: cf. Th. 2.1, point i)). This allows to define \(\tau_k^{\text{eq}} \equiv \tau_k(T^{\text{eq}}, P_k^{\text{eq}})\) and \(\varepsilon_k^{\text{eq}} \equiv \varepsilon_k(T^{\text{eq}}, P_k^{\text{eq}})\). Let us notice that \(Y_k^{\text{eq}} = Y_k, \rho^{\text{eq}} = \rho, \alpha_k^{\text{eq}} \rho_k^{\text{eq}} = \alpha_k \rho_k, u^{\text{eq}} = u\) and \(E^{\text{eq}} = E\).

We will prove that this thermodynamic equilibrium is solution of (52) when \(\lambda\) goes to zero. The first step is to suppose that the solution of binary multicomponent Euler system (20) can be expanded in the following way:

\[
\begin{pmatrix}
\alpha_k \\
u_k \\
P_k \\
T_k \\
\tau_k \\
\varepsilon_k
\end{pmatrix} = \begin{pmatrix}
\alpha_k^{\text{eq}} \\
u_k^{\text{eq}} \\
P_k^{\text{eq}} \\
T_k^{\text{eq}} \\
\tau_k^{\text{eq}} \\
\varepsilon_k^{\text{eq}}
\end{pmatrix} + \lambda \begin{pmatrix}
\alpha_k \equiv 1 \\
u_k \\
P_k \\
T_k \\
\tau_k \\
\varepsilon_k
\end{pmatrix} + \mathcal{O}(\lambda^2).
\]

We have the immediate property which is a consequence of (63), (64) and (65):

**Property A.1.**

\[
\begin{align*}
Y_1 u_{11} + Y_2 u_{21} &= 0 \quad (a) \\
Y_1 \varepsilon_{11} + Y_2 \varepsilon_{21} &= 0 \quad (b)
\end{align*}
\]

Moreover, for a gas mixture

\[
\alpha_k \equiv 0 \quad \text{and} \quad \tau_k \equiv 0,
\]

and for a fluid mixture

\[
\begin{align*}
\alpha_{11} + \alpha_{21} &= 0, \quad (a) \\
Y_1 \tau_{11} + Y_2 \tau_{21} &= 0. \quad (b)
\end{align*}
\]
A.1.1. Continuity equations

We prove the following lemma:

Lemma A.1.

i) \[ \partial_t (Y_1 \rho) + \partial_x (Y_1 \rho u^{eq}) = \partial_x (\lambda J_1) + O(\lambda^2) \]
with \( J_1 \equiv -\rho Y_1 u_{11} \).

ii) For a gas mixture:
\[ u_{11} = -Y_2 \partial_x P_{1}^{eq} - Y_1 \partial_x P_{2}^{eq}. \]

iii) For a fluid mixture:
\[ u_{11} = -Y_1 Y_2 \left( \frac{\tau_{1}^{eq}}{\tau} - 1 \right) \partial_x P^{eq}. \]

Proof of Lemma A.1. The point i is deduced from (20a) and from the expansion (65). Moreover, the equations (20a) and (20b), the expansion (65) and the property (66a) imply that
\[ \partial_t u^{eq} + u^{eq} \partial_x u^{eq} + \tau_{1}^{eq} \partial_x P_{1}^{eq} = \frac{u_{11}}{Y_1 Y_2 \rho} + O(\lambda). \] (69)

By summing (20b) and (20b') and by using again the expansion (65), we also have
\[ \partial_t u^{eq} + u^{eq} \partial_x u^{eq} = -\tau \partial_x P^{eq} + O(\lambda). \]

These two last equalities show that\[ u_{11} = -Y_1 Y_2 \left( \frac{\tau_{1}^{eq}}{\tau} \right) \partial_x P_{1}^{eq} - \partial_x P^{eq} \].

We conclude the proof by using the relations (3b,c) or (4b).

A.1.2. Momentum equation

As for the continuity equations, we easily obtain that
\[ \partial_t (\rho u^{eq}) + \partial_x [\rho (u^{eq})^2 + P^{eq}] = -\partial_x [\lambda (\alpha_1^{eq} P_{11} + \alpha_2^{eq} P_{21})] + O(\lambda^2). \]

Then, we have to evaluate \( \alpha_1^{eq} P_{11} + \alpha_2^{eq} P_{21} \). We have the following proposition:

Proposition A.1. Under the Hypothesis 2.1 and under the conditions (27) or (28), it exists a matrix \( M_\kappa \) and two functions \( A(T, P) \) and \( B(T, P) \) which depend on the equations of state of each species such that the first order perturbations \( P_{k1} \) and \( T_{k1} \) are solution of linear system
\[ M_\kappa \cdot \begin{pmatrix} P_{11} \\ P_{12} \\ T_{11} \\ T_{21} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ \kappa Y_1 Y_2 B^{eq} \cdot \partial_x u^{eq} \\ Y_1 Y_2 A^{eq} \cdot \partial_x u^{eq} \end{pmatrix} \] (70)
with \( \kappa = 0 \) for a gas mixture and \( \kappa = 1 \) for a fluid mixture, and with \( A^\kappa \equiv A(T^\kappa, P^\kappa) \) and \( B^\kappa \equiv B(T^\kappa, P^\kappa) \). And, we have

\[
M_{\kappa=0} = \begin{pmatrix}
Y_1 \frac{\partial \varepsilon_1}{\partial P_1} & Y_2 \frac{\partial \varepsilon_2}{\partial P_2} & Y_1 \frac{\partial \varepsilon_1}{\partial T_1} & Y_2 \frac{\partial \varepsilon_2}{\partial T_2} \\
\frac{\partial \tau_1}{\partial P_1} & 0 & \frac{\partial \tau_1}{\partial T_1} & 0 \\
0 & \frac{\partial \tau_2}{\partial P_2} & 0 & \frac{\partial \tau_2}{\partial T_2} \\
0 & 0 & -1 & -1
\end{pmatrix}
\]

(71)

and

\[
M_{\kappa=1} = \begin{pmatrix}
Y_1 \frac{\partial \varepsilon_1}{\partial P_1} & Y_2 \frac{\partial \varepsilon_2}{\partial P_2} & Y_1 \frac{\partial \varepsilon_1}{\partial T_1} & Y_2 \frac{\partial \varepsilon_2}{\partial T_2} \\
1 & -1 & 0 & 0 \\
Y_1 \frac{\partial \varepsilon_1}{\partial P_1} & Y_2 \frac{\partial \varepsilon_2}{\partial P_2} & Y_1 \frac{\partial \varepsilon_1}{\partial T_1} & Y_2 \frac{\partial \varepsilon_2}{\partial T_2} \\
0 & 0 & -1 & 1
\end{pmatrix}
\]

(72)

Moreover, \( \det(M_{\kappa}) > 0 \) which allows to easily write that it exists an unique function \( \mu(T, P) \) depending on the equations of state and of the type of mixture such that

\[
\alpha_{11} P_{11} + \alpha_{21} P_{21} = -\mu \varepsilon \cdot \partial \mu \varepsilon.
\]

Let us notice that the conditions (27) or (28) imply that \( U_{\text{int}} = u^\kappa + O(\lambda) \) for a gas or fluid mixture and that \( P_{\text{int}} = P^\kappa + O(\lambda) \) for a fluid mixture: this property is necessary to obtain \( A \) and \( B \) and, thus, to obtain the correct first order perturbations. This remark coupled with the Lemma 3.1 (H-theorem) links clearly the existence of the diffusion processes in the spatially non homogeneous case with the existence of a convergence toward a thermodynamic equilibrium minimizing the mixture entropy in the spatially homogeneous case.

**Corollary A.1.** The functions \( A \) and \( B \) are defined with

\[
A = T \left[ \frac{\partial (s_1 - s_2)}{\partial \tau} + P \frac{\partial (s_1 - s_2)}{\partial \varepsilon} \right]
\]

and

\[
B = \frac{\partial (\tau_1 - \tau_2)}{\partial \tau} - \frac{\tau_1 - \tau_2}{\tau} - P \frac{\partial (\tau_1 - \tau_2)}{\partial \varepsilon}.
\]

**Proof of Proposition A.1.**

**Computation of the first line of** \( M_{\kappa} \)** and of the second line of** \( M_{\kappa=1} \):** A Taylor expansion of \( \varepsilon_k \) around the equilibrium gives

\[
\varepsilon_k(P_k, T_k) = \varepsilon_k^\kappa + \lambda \left( P_k \frac{\partial \varepsilon_k}{\partial P_k} + T_k \frac{\partial \varepsilon_k}{\partial T_k} \right) + O(\lambda^2)
\]

which shows that \( \varepsilon_k = P_{k1} \varepsilon_k^\kappa + T_{k1} \varepsilon_k^\kappa \). We conclude by using the property (66b). And, for a fluid mixture, the relations (66b) and (68b) show that \( (\varepsilon_k, \theta_k) \) and \( (\tau_k, \tau_k) \) play the same rule from an algebraic point of view: then, we immediately obtain the second line of \( M_{\kappa=1} \).

**Computation of the second and third lines of** \( M_{\kappa=0} \): We apply the previous technique by taking into account that for a gas mixture, we have \( Y_k \tau_k = \tau \) and \( \tau_k = 0 \) (cf. Property A.1).
Computation of the fourth line of \( M_k \) and computation of \( A \): Since \( s_1 \) is the thermodynamic entropy of the species 1, we easily have that
\[
-T^{eq}Y_1 \rho (\partial s_1^{eq} + u^{eq} \partial_z s_1^{eq}) \equiv -T^{eq}Y_1 \rho D_t s_1^{eq} = (T_{21} - T_{11}) + O(\lambda)
\]
(73)
under the conditions (27) or (28) and by using the closure law (24b) for a fluid mixture. By using the point \( t \) of Theorem 2.1, we can write that
\[
\partial \tau P \frac{\partial \tau}{\partial P} = \frac{\partial \tau}{\partial P} \frac{\partial \tau}{\partial P}
\]
and computation of \( s_k^{eq} \).

Computation of the third line of \( M_{k=1} \) and computation of \( B \) : The equation (25a) and the expansion (65) allow to write that
\[
D_t \tau_1^{eq} = \tau^{eq} \partial_z u^{eq} + \tau_1^{eq} (P_{11} - P_{21}) + O(\lambda)
\]
as soon as the interfacial velocity \( U_{int} \) verifies (28). Then, we continue the proof by noting that \( D_t \tau = \tau \partial_z u^{eq} + O(\lambda) \) and by applying the previous technique used to evaluate \( A \).

Computation of \( \det(M_k) \) : Algebraic calculus show that
\[
\det(M_{k=0}) = -Y_1 \frac{\partial \tau_1}{\partial P_2} (T, P_2) \left( \frac{\partial \varepsilon_1}{\partial T_1} \frac{\partial \tau_1}{\partial T_1} - \frac{\partial \varepsilon_1}{\partial T_1} \frac{\partial \tau_1}{\partial T_1} \right) - Y_2 \frac{\partial \tau_1}{\partial P_2} (T, P_1) \left( \frac{\partial \varepsilon_2}{\partial T_2} \frac{\partial \tau_1}{\partial T_2} - \frac{\partial \varepsilon_2}{\partial T_2} \frac{\partial \tau_1}{\partial T_2} \right)
\]
and that
\[
\det(M_{k=1}) = \frac{\partial \varepsilon}{\partial T} \frac{\partial \tau}{\partial P} - \frac{\partial \varepsilon}{\partial T} \frac{\partial \tau}{\partial P}
\]
For a gas mixture, the Lemma B.1 in Appendix B allows to conclude. For a fluid mixture, the Proposition 2.1 allows to apply the point \( ii \) of the Lemma B.1 to the equations of state \( \tau(T, P) \) and \( \varepsilon(T, P) \) of the mixture. □

A.1.3. Energy equation
We easily obtain that
\[
\partial_t (\rho E) + \partial_z ([\rho E + P^{eq})u^{eq}] = \partial_z (\lambda \rho u^{eq} \partial_z u^{eq}) - \partial_z [\lambda u^{eq}(\alpha_{11} P_1^{eq} + \alpha_{21} P_2^{eq})]
\]
\[
- \partial_z [\lambda (\alpha_{11} P_1^{eq} u_{11} + \alpha_{21} P_2^{eq} u_{21})] - \partial_z [\lambda \rho (Y_1 u_{11} + Y_2 u_{21})] - \partial_z [\lambda \rho (Y_1 u_{11} + Y_2 u_{21})] + O(\lambda^2).
\]
We conclude the proof by using the Property A.1 and by noting that \( J_k = -\rho Y_k u_{k1} \) (cf. Lem. A.1) and that \( h_k \equiv \varepsilon_k + P_k/\rho_k \).

A.2. Proof of proposition 4.1
It remains to prove that under the Hypothesis 2.1, the flux \( J_k = -\rho Y_k u_{k1} \) can be written with (54) and (55) for a gas mixture and with (56) and (57) for a fluid mixture.

We prove the result for a gas mixture. We have
\[
\begin{align*}
Y_1 \tau_1 (T^{eq}, P_1^{eq}) - (1 - Y_1) \tau_2 (T^{eq}, P_2^{eq}) &= 0, \\
P_1^{eq} + P_2^{eq} &= P^{eq},
\end{align*}
\]
(74)
Then, $P_k^{eq}$ is a function of $Y_1$, $P^{eq}$ and $T^{eq}$ (this is also a consequence of the point $i$ of Th. 2.1). And since $J_1 = \rho Y_1 Y_2 (Y_2 \partial_x P_1^{eq} - Y_1 \partial_x P_2^{eq})$, we can write that

$$J_1 = \chi_1 \partial_x Y_1 + \beta_1 \partial_x P^{eq} + \gamma_1 \partial_x T^{eq}$$

where

$$\begin{cases}
\chi_1 = \rho Y_1 Y_2 (Y_2 \partial_x P_1^{eq} - Y_1 \partial_x P_2^{eq}), \\
\beta_1 = \rho Y_1 Y_2 (Y_2 \partial_{P^{eq}} P_1^{eq} - Y_1 \partial_{P^{eq}} P_2^{eq}), \\
\gamma_1 = \rho Y_1 Y_2 (Y_2 \partial_{T^{eq}} P_1^{eq} - Y_1 \partial_{T^{eq}} P_2^{eq})
\end{cases}$$

with now $P_k^{eq} = P_k^{eq}(Y_1, P^{eq}, T^{eq})$. Moreover, the system (74) shows that

$$\begin{cases}
\tau_1 + \tau_2 + Y_1 \frac{\partial \tau_1}{\partial P_1^{eq}} - Y_2 \frac{\partial \tau_2}{\partial P_1^{eq}} = 0, \\
Y_1 \frac{\partial \tau_1}{\partial P_1^{eq}} - Y_2 \frac{\partial \tau_2}{\partial P_1^{eq}} = 0, \\
Y_1 \frac{\partial \tau_1}{\partial P_1^{eq}} + \frac{\partial \tau_1}{\partial T^{eq}} - Y_2 \frac{\partial \tau_2}{\partial P_1^{eq}} + \frac{\partial \tau_2}{\partial T^{eq}} = 0,
\end{cases}$$

$$\begin{cases}
\frac{\partial P_1^{eq}}{\partial Y_1} + \frac{\partial P_2^{eq}}{\partial Y_1} = 0, \\
\frac{\partial P_1^{eq}}{\partial T^{eq}} + \frac{\partial P_2^{eq}}{\partial T^{eq}} = 0.
\end{cases}$$

We can easily invert this linear system which gives the partial derivatives of $P_k^{eq}(Y_1, P^{eq}, T^{eq})$ with respect to $Y_1$, $P^{eq}$ and $T^{eq}$. And, some basic calculus give (55).

The proof for a fluid mixture is similar by noting that the equality $Y_1 \tau_1(T^{eq}, P^{eq}) + (1 - Y_1) \tau_2(T^{eq}, P^{eq}) = \rho^{-1}$ implies that $P^{eq} = P^{eq}(Y_1, \rho, T^{eq})$.

A.3. A remark

It is important to underline that, in the case of a fluid mixture, the non conservative terms $P_{int} \partial_x \alpha_k$ and $P_{int} U_{int} \partial_x \alpha_k$ in (20) are necessary to obtain the zero order expansions (69) and (73). This implies that these modelling terms – which are supposed to model interfacial phenomena – are necessary to compute the first order Chapman–Enskog expansion and, then, to obtain the transport coefficients.

Let us notice that the closure law (24b) for a fluid mixture is also necessary to obtain the expansion (73).

APPENDIX B.

We prove the following lemma:

**Lemma B.1.** Under the Hypothesis 2.1:

i) The equation of state $\tau_k(T_k, P_k)$ verifies

$$\frac{\partial \tau_k}{\partial P_k}(T_k, P_k) < 0.$$
ii) The equations of state \( \tau_k(T_k, P_k) \) and \( \varepsilon_k(T_k, P_k) \) verify

\[
\frac{\partial \varepsilon_k}{\partial P_k} \frac{\partial \tau_k}{\partial T_k} - \frac{\partial \varepsilon_k}{\partial T_k} \frac{\partial \tau_k}{\partial P_k} > 0.
\]

Proof of Lemma B.1.

Point i) The second thermodynamic principle (9) shows that

\[
\begin{align*}
\frac{\partial T_k}{\partial \tau_k}(\tau_k, s_k) &= -\frac{\partial^2 \varepsilon_k}{\partial \tau_k^2}(\tau_k, s_k), \\
\frac{\partial T_k}{\partial s_k}(\tau_k, s_k) &= -\frac{\partial^2 \varepsilon_k}{\partial s_k^2}(\tau_k, s_k)
\end{align*}
\]

and that

\[
\frac{\partial P_k}{\partial \tau_k}(\tau_k, T_k) = -\frac{\partial^2 \varepsilon_k}{\partial \tau_k \partial s_k}(\tau_k, T_k) - \frac{\partial^2 \varepsilon_k}{\partial s_k \partial T_k}(\tau_k, s_k) \frac{\partial s_k}{\partial \tau_k}(\tau_k, T_k)
\]

by considering the function \( P_k[\tau_k, s_k(\tau_k, T_k)] \). Let us now consider the function \( T_k[\tau_k, s_k(\tau_k, T_k)] \). We have

\[
\frac{\partial T_k}{\partial \tau_k}(\tau_k, s_k) + \frac{\partial T_k}{\partial s_k}(\tau_k, s_k) \frac{\partial s_k}{\partial \tau_k}(\tau_k, T_k) = 0
\]

which implies that

\[
\frac{\partial s_k}{\partial \tau_k}(\tau_k, T_k) = -\frac{\partial^2 \varepsilon_k}{\partial \tau_k \partial s_k}(\tau_k, s_k) \left[ \frac{\partial^2 \varepsilon_k}{\partial s_k^2}(\tau_k, s_k) \right]^{-1}
\]

by using (76). Then

\[
\frac{\partial P_k}{\partial \tau_k}(\tau_k, T_k) = -\left[ \frac{\partial^2 \varepsilon_k}{\partial \tau_k^2}(\tau_k, s_k) \frac{\partial^2 \varepsilon_k}{\partial s_k^2}(\tau_k, s_k) \right] \left[ \frac{\partial^2 \varepsilon_k}{\partial s_k \partial T_k}(\tau_k, s_k) \right]^{-1}
\]

because of (77). Moreover, the strict convexity of \( s_k(\tau_k, \varepsilon_k) \) implies that (cf. [14])

\[
\frac{\partial^2 \varepsilon_k}{\partial s_k^2}(\tau_k, s_k) > 0
\]

and that

\[
\frac{\partial^2 \varepsilon_k}{\partial \tau_k^2}(\tau_k, s_k) \frac{\partial^2 \varepsilon_k}{\partial s_k^2}(\tau_k, s_k) > 0.
\]

Then, these two last inequalities with the equality (78) allow to conclude.

Point ii) Since the Hessian matrice of \( s_k(\tau_k, \varepsilon_k) \) is strictly positive, the differential relation (9) allows to write that the matrice

\[
\begin{pmatrix}
\frac{\partial \varepsilon_k}{\partial \tau_k} & \frac{\partial \varepsilon_k}{\partial P_k}/T_k \\
\frac{\partial \varepsilon_k}{\partial T_k} & \frac{\partial \varepsilon_k}{\partial T_k}/\tau_k \\
\frac{\partial \varepsilon_k}{\partial \tau_k} & \frac{\partial \varepsilon_k}{\partial P_k}/T_k
\end{pmatrix}
\]

is strictly negative. Then, it is easy to conclude by calculating the determinant. \( \square \)
APPENDIX C. PROOF OF LEMMA 4.1

We prove this lemma for a gas mixture, the proof for a fluid mixture being the same. For a fluid mixture whose each species is an ideal gas, it is easy to obtain that

$$-T d s_k = \frac{E_k(T)' }{Y_1 E_1(T)') + Y_2 E_2(T)'} d \varepsilon + \frac{T}{m_k \tau} d \tau$$

by using (9) and the closure relations (3)–(10). Then, we obtain that

$$A = \rho Y_1 Y_2 T \frac{m_2 E_2(T)' - m_1 E_1(T)'}{Y_1 E_1(T)') + Y_2 E_2(T)'}$$

and it is easy to conclude by solving (70) with $\kappa = 0$. Then, we can evaluate $P_{11} + P_{21}$ which gives the viscosity $\mu$.
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