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Abstract. The aim of this paper is to present a method using both the ideas of sectional approach and moment methods in order to accurately simulate evaporation phenomena in gas-droplets flows. Using the underlying kinetic interpretation of the sectional method [Y. Tambour, Combust. Flame 60 (1985) 15–28] exposed in [F. Laurent and M. Massot, Combust. Theory Model. 5 (2001) 537–572], we propose an extension of this approach based on a more accurate representation of the droplet size number density in each section ensuring the exact conservation of two moments (as opposed to only one moment used in the classical approach). A corresponding second-order numerical scheme, with respect to space and droplet size variables, is also introduced and can be proved to be positive and to satisfy a maximum principle on the velocity and the mean droplet mass under a suitable CFL-like condition. Numerical simulations have been performed and the results confirm the accuracy of this new method even when a very coarse mesh for the droplet size variable (i.e.: a low number of sections) is used.
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INTRODUCTION

Sprays – a dispersed phase of liquid droplets in a continuous gaseous phase – play an important role in a wide range of applications such as combustion, spray drying, evaporative cooling, agricultural spraying and many other domains. In these gas-droplet flows, the polydisperse aspect of the spray has a strong effect since the droplet dynamics depends on their inertia, thus on their size. For example, in the combustion domain, the size distribution of the droplets can have a significant influence on the flame structure. Among all the phenomena acting on the size distribution of the spray, secondary breakup, coalescence and evaporation are the most known examples.

At the kinetic level, the liquid phase is described by a probability density function (p.d.f.) \( f \), the quantity \( f(t, x, s, v)\,ds\,dv \) denoting the average number of droplets at time \( t \) located in a volume \( dx \) around \( x \) with a size in a \( ds \)-neighbourhood of \( s \) and a velocity in a \( dv \)-neighbourhood of \( v \). Focusing on the evaporation phenomenon and neglecting the effects of coalescence and secondary breakup, the evolution of the spray may be predicted by the following Boltzmann-type equation, where \( K \) denotes the evaporation rate and \( A \) the force...
exerted on the droplets per mass unit (see for example [39, 40]):

\[
\partial_t f + v \cdot \nabla_x f + \nabla_v (Af) - \partial_s (Kf) = 0. \tag{0.1}
\]

Usually, in all methods developed to simulate the evolution of gas-droplets flows, the behaviour of the continuous phase (the gas) is almost uniquely modeled using the Navier-Stokes equations and is numerically solved using a finite volume method. However, to solve the evolution of the dispersed phase (droplets), mainly two approaches have been proposed. On one hand, the Lagrangian method relies on a direct discretization of equation (0.1). Considering the size of the phase space, this can be done only using a stochastic particle method [9, 15, 20, 30, 33]. Such a method has been proven to be efficient and accurate but also to be expensive in terms of memory requirements and CPU time as a huge number of “numerical parcels” is required for accurate unsteady computation. On the other hand, the Eulerian method is based on the derivation of a set of averaged conservation equations for some moments of the distribution function \(f\). This approach is numerically very competitive but suffers from severe physical limitations due to the intrinsic poor description of the droplet size distribution. In particular, breakup and coalescence cannot be taken into account in the standard two-fluid approach where only two moments in size of the distribution function are resolved (droplet number and droplet mass density). Some other Moment Methods have been developed (see for example [1, 2, 32, 41]) and recently, Beck and Watkins proposed a real improvement on this kind of method, based on conservation equations for several droplet size moments allowing the development of spray submodels and the possibility to take into account some complex phenomena such as heat transfer, breakup and collision [3, 4]. However, such a method still needs to presuppose a global shape for the whole size distribution of the spray, introducing some limitations. In particular, when considering the coupling between the size of the droplets and their velocity, the shape of the joint distribution has to be prescribed arbitrarily.

Another attempt at deriving a Eulerian model for polydispersed sprays was developed by Tambour et al. [18, 37]. The idea was to consider the dispersed phase as a set of continuous media called “fluids”, each “fluid” corresponding to a statistical average between two fixed sizes: a section. More recently, Laurent and Massot provided a rigorous kinetic framework for dilute sprays in laminar flames [24] as well as for dense sprays with coalescence [25] and denoted this method as a “multi-fluid” one. This method was shown to apply to realistic cases with a limited number of sections if an appropriate discretization of the size phase space is used, combined with a particular treatment for the last section, involving an exponential approximation of the droplet density function [26]. However, this approach was shown to be in general only first order accurate relative to the droplet size variable [22] thus resulting in strong numerical diffusion when too few sections are used. The problem of finding an appropriate way to improve the accuracy of the method and also minimizing the number of sections thus becomes critical, especially when considering industrial codes which are intended to perform complex three-dimensional simulations. Some kind of answer is currently being studied by Laurent [23] where the choice of the approximation function for the number density distribution in every section is discussed.

In this article, a method combining both ideas of moment and multi-fluid methods is presented. The aim of this work is to provide a multi-fluid-type method which allows the use of only a small number of sections for numerical simulations. To this end, an appropriate set of moments of the number density functions is chosen to be preserved and an accurate approximation of the number density function involving piecewise exponential functions is proposed. The key point is that this approximation is chosen under the constraint of preserving a given set of moments of the number density function, thus improving the accuracy of the classical multi-fluid method up to the second order in all variables. Using numerical simulations, the choice of both the set of moments and the shape of the approximation function is also shown to be well-suited for such polydispersed two-phase flows, thus providing at least the correct evolution trend even when a coarse mesh in the size space is used.

The paper is organized as follows: in a first step, it will be explained how the multi-fluid approach can be re-interpreted using moment methods in order to improve its accuracy. The new model obtained this way may also be seen as an extension of the standard two-fluid model, since using only one section in the new approach yields a two-fluid type model. In a second step, the numerical algorithm used to solve the resulting set of
equations will be described, especially the evaporation scheme involving the kinetic interpretation introduced in the first part. In the third part, some theoretical results about the consistency of the scheme and the accuracy of the model will be given and finally in the fourth part some numerical results illustrating the accuracy of this new approach will be presented.

1. AN IMPROVEMENT FOR THE MULTI-FLUID MODEL

1.1. The classical multi-fluid model

1.1.1. Kinetic description of the spray

Since we are dealing with polydispersed sprays, a parameter to describe the size of the droplets will be needed. All the droplets are assumed to be spherical so that the size of a given droplet is fully characterized by any of the following quantity: its radius, surface or volume. In the following, the quantity $s$ will denote the surface of the droplets, taken as the size variable.

For the sake of simplicity, but without any loss of generality, we consider that the forces exerted on the droplets are only due to their interaction with the fluid (the drag force) and the effect of gravity is neglected. Moreover, the evaporation law considered is the $d^2$-law without convective correction term and the drag force is assumed to be given by a Stokes law. Let $A$ be the Stokes drag force per mass unit due to the difference between the droplet velocity and the surrounding gas one $U_g$. Its expression reads:

$$A(t, x, s, v) = \frac{U_g(t, x) - v}{\tau(s)}$$ (1.1)

where $\tau(s)$ is the mean time it takes for a droplet of size $s$ to adapt to the velocity of the gas. The Stokes law assumes that this time is directly proportional to the surface of the droplet. More precisely we have for a droplet of surface $s$ and mass density $\rho_l$ embedded in a gas of viscosity $\mu_g$:

$$\tau(s) = \frac{\rho ls}{18\pi\mu_g}.$$ 

For more sophisticated models of the forces exerted by a carrier phase on a droplet, the reader may refer to [29] and for a general review to [8].

Concerning the evaporation phenomenon, the $d^2$-law states that the surface of a droplet decreases linearly with time. If $s(t)$ denotes the surface of a droplet as a function of time we have:

$$\frac{ds}{dt} = -K = C_{ev} < 0$$

with $K$ being the evaporation rate. For the sake of simplicity we did not take into account the temperature variable in this study. However, the method described in this paper may easily be extended in the more general case. Moreover, more complex evaporation laws could be considered ($K$ depending on the surface, the temperature and the velocity of the droplets) by assuming that the evaporation rate is locally constant [14,16,30].

1.1.2. Semi-kinetic model

The semi-kinetic model [24] eliminates the velocity variable by replacing the kinetic equation (0.1) with two equations on the moments $n$ and $n\overline{v}$ which are respectively the moments of $f$ of order 0 and 1 with respect to the velocity variable. Practically, starting from the full kinetic description of the spray, we deduce evolution
equations for the quantities
\[ n(t, x, s) = \int_v f(t, x, s, v) \, dv \quad (1.2) \]
\[ n(t, x, s) \overline{v}(t, x, s) = \int_v v f(t, x, s, v) \, dv \quad (1.3) \]

by multiplying Equation (0.1) respectively by 1 and \( v \) and integrating over the whole velocity phase space. If the number density function is assumed to rapidly decrease to zero for large droplet velocities, we obtain the following system:

\[
\begin{align*}
\partial_t n + \nabla_x \cdot (n \overline{v}) - \partial_s (Kn) &= 0 \\
\partial_t (n \overline{v}) + \nabla_x \cdot (n \overline{v} \otimes \overline{v}) + \nabla_x P - nA - \partial_s (Kn \overline{v}) &= 0
\end{align*}
\]

(1.4)

where
\[ A = \frac{U_g(t, x) - v}{\tau(s)} \quad (1.5) \]

\( P \) may be seen as a kinetic stress tensor, related to the velocity dispersion (see also [27]), and is defined by:

\[ P = \int_v f(v - \overline{v}) \otimes (v - \overline{v}) \, dv. \]

**Remark 1.1.** Physically, \( n \) can be interpreted as the droplet number density. We will also use the mass density which is defined as:

\[ m(t, x, s) = \int_v \frac{m_l s^{3/2}}{3 \sqrt{4\pi}} f(t, x, s, v) \, dv. \]

(1.6)

This model is obviously not closed since we lack an expression for \( P \) depending only on \( n \) and \( \overline{v} \). One may note that in general, using such a method for obtaining an evolution equation on the \( p \)-th moment of \( f \) requires an information on the \((p + 1)\)-th moment. In order to close the model (1.4), we either have to give a constitutive law for this pressure equivalent term (see for example [35]) or to assume a particular form for the p.d.f. \( f \) [17, 27]. This closure aspect will be discussed in the next section when we will present the multi-fluid model (see also [24, 35]).

**Remark 1.2.** One may repeat the same process on the size variable and obtain a moment model. Using only one moment in size gives a simplified model which yields low computational cost but is not able to take into account the evaporation phenomenon since it provides no information on the mean size of the droplets. Therefore, some methods using several moments in size have been developed, allowing a more accurate description of the spray’s physical behaviour (see for example [1–4, 32, 41]). The multi-fluid approach is based on a different point of view, which consists in first discretizing the size space before performing any average in size.

### 1.1.3. Multi-fluid model

In this part we follow the main lines of [24]. Let \( N \) be a fixed positive integer, we choose a finite increasing series of droplet sizes \( (s_i)_{0 \leq i \leq N} \) defining \( N \) finite intervals of size \( I_i = [s_{i-1}, s_i] \) and one infinite interval \( I_{N+1} = [s_N, +\infty] \). As stated before, the size \( s \) of the droplets denotes its surface. Following the original terminology of Tambour [18, 37] the term “section” will denote any interval of size. In any section, the number density function is assumed to have the following simple structure:

\[ n(t, x, s) = n_i(t, x) \kappa_i(s) \quad \text{for} \quad s_{i-1} \leq s < s_i \]

so that the profile of \( n \) in a given section is fixed as a function only of the size of the droplet and does not depend on \( t \) and \( x \). Such an assumption is quite natural since the principle of the sectional approach is to take some moments at a given size of the distribution function with respect to the velocity variable.
Moreover, in order to close our system, we make an \textit{a priori} assumption on the droplet velocity distribution function which consists in supposing that all droplets in a same section have the same velocity. This hypothesis is equivalent to assume that there is no velocity dispersion and then that the number density function \( f \) reads:

\[
\begin{align*}
  f(t, x, s, v) &= \sum_{i=1}^{N+1} \mathbb{I}_{s_i-1 \leq s < s_i}(s). n_i(t, x). \delta_{v - v_i(t, x)}(v). \kappa_i(s). \\
\end{align*}
\]

Assuming the particular form of the density function, the pressure term \( \nabla_x P \) vanishes in the system (1.4) and we obtain:

\[
\left\{ \begin{array}{l}
\partial_t n + \nabla_x \cdot (n \mathbb{I}) - \partial_s (Kn) = 0 \\
\partial_t (n \mathbb{I}) + \nabla_x \cdot (n \mathbb{I} \otimes \mathbb{I}) - nA - \partial_s (Kn \mathbb{I}) = 0.
\end{array} \right.
\]

\textbf{Remark 1.3.} We may also have given a particular model for the pressure equivalent term \( P \), also performing a closure for the semi-kinetic model but as explained in [24], choosing the velocity dispersion to be zero enables us to have mean values for the evaporation rate or the drag force term depending only on the mean velocity in the section. In particular we may write \( \mathbb{A} = A(\mathbb{I}) \), and this property also holds in the case where \( K \) depends on the velocity.

At this point, only the profile of the distribution within a section remains to be prescribed. In the classical multi-fluid model, it is assumed that in any finite section the function \( \kappa_i \) is constant and this constant is denoted \( \alpha_i \). As it is noted in [24], such a choice is completely arbitrary and is related to the structure of the sectional approach which presupposes a shape of the distribution function inside a section which is independent of the state of the spray outside the section. We have to emphasize the fact that, as developed in [25] the multi-fluid model takes for size variable the \textit{radius of the droplets} \( r \). Hence, \( \kappa_i \) is chosen constant as a function of the radius (see Rems. 1.4 and 1.5) and is determined using the conservation of the mass density.

These last two points addressed, the way to derive the multi-fluid equations is the following: in any section, multiply both equations by \( \frac{\pi}{3} r^3 \) where \( \rho_t \) is the density of the liquid, integrate them over the whole section and use an “upwind” approximation for the evaporation fluxes \((Kn) \) and \((Kn \mathbb{I})\). This yields \( 2N + 2 \) equations which may be written, for \( 1 \leq i \leq N + 1 \):

\[
\left\{ \begin{array}{l}
\partial_t m_i + \partial_x (m_i \mathbb{I}) + (E_i^{(1)} + E_i^{(2)})(m_i - E_i^{(1)} m_{i+1}) = 0 \\
\partial_t (m_i \mathbb{I}) + \partial_x (m_i \mathbb{I} \otimes \mathbb{I}) + (E_i^{(1)} + E_i^{(2)})m_i \mathbb{I} - E_i^{(1)} m_{i+1} \mathbb{I} = m_i \mathbb{I} \mathbb{A}.
\end{array} \right.
\]

where:

\[
E_i^{(1)} = -\frac{4\pi}{3} \rho_t \alpha_i Kn_i(r_i), \quad E_i^{(2)} = -\frac{3}{4\pi} \rho_t Kn_i(r_i) dr
\]

\[
\mathbb{A}_i = \int_{r_{i-1}}^{r_i} \frac{4\pi}{3} \rho_t r^3 A(t, x, r, \mathbb{I}) \kappa_i(r) dr
\]

with the convention that \( E_{N+2} = 0 \), \( r_{N+1} = +\infty \) and where \( m_i(t, x) = \int_{r_{i-1}}^{r_i} \frac{4\pi}{3} \rho_t r^3 n_i(t, x) \alpha_i dr \) is the mass density in the section \( i \).

\textbf{Remark 1.4.} The profile of the distribution may be written using any variable size. If \( \kappa_i \), as a function of the radius \( r \), is equal to a constant \( \alpha_i \) in the section \([r_{i-1}, r_i]\) we have for \( s \) and \( V \) denoting respectively the surface and the volume of the droplets, by noting that \( \kappa_i(r) dr = \kappa_i(s) ds = \kappa_i(v) dv \):

\[
\kappa_i(r) = \alpha_i, \quad \kappa_i(s) = \frac{\alpha_i}{2\sqrt{4\pi s}}, \quad \kappa_i(V) = \frac{\alpha_i}{(4\pi)^{1/3}(3V)^{2/3}}.
\]

\textbf{Remark 1.5.} It has to be emphasized that, for optimal accuracy, the discretization of the size space has to be chosen carefully depending on the choice of the size variable. This aspect will not be developed here and,
1.2. Improving the multi-fluid model

Studying the whole process of obtaining the multi-fluid model from the kinetic equation on $f$, one may note that after the discretization of the size space, one of the most important parameter of the sectional approach lies within the choice of $(\kappa_i)_i$, which can be interpreted as an approximation of the density function in the $i$-th section. With such an idea, an improvement of the method would logically be to choose some affine function for $\kappa$ in order to have a better approximation. But this approach yields two major problems. First, limiters on the slopes are needed in order to ensure that the approximate density remains positive. Secondly, such an approach is ill-adapted if a very small number of sections is used, since it is difficult to approach accurately the asymptotic behaviour of the distribution function, for large values of the droplet size, with piecewise affine functions. We propose here a different approach, choosing a two parameters representant for the distribution function in any section. The parameters will then be fixed under the conservation of two moments of the distribution function.

1.2.1. Determination of a function using its moments

We begin by introducing some notations: Let $s$ be the surface variable (results can be stated for any size variable such as radius, volume ...), and $N$ be a positive integer. $(I_i)_{0 \leq i \leq N}$ will denote the set of sections and for any real $\alpha \geq 0$, $M_\alpha^i(f)$ will denote the moment of order $\alpha$ of $f$ on $I_i$:

$$M_\alpha^i(f) = \frac{1}{|I_i|} \int_{I_i} s^\alpha f(s) \, ds.$$ 

Having chosen a set $(I_i)_i$ of intervals and the orders of the moments $(\alpha_j)_j$, we can then define the following equivalence relation on $L = L^1(\mathbb{R}_+, \left(\sum_j s^{\alpha_j}\right) \, ds)$:

$$f \mathcal{R} g \iff M_\alpha^i(f) = M_\alpha^i(g) \quad \forall i, j.$$ 

We are interested in the space of functions $L/\mathcal{R}$. With such an approach, the difficulty is to find a family of functions $F$ such that for any $f \in L$, there exists one and only one $g \in F$ satisfying $f \mathcal{R} g$. This will be called the realizability condition.

1.2.2. Exponential family and realizability condition

In this paper we propose one kind of approximation relying on two moments of the density function. More precisely, we choose to preserve two moments in the surface variable: these are the 0th and $3/2$th order ones, which can be interpreted respectively as the number and mass densities of the distribution function. Knowing both quantities in any section enables us to have an information on the mean surface of the droplet distribution within any single section thanks to the mean formula:

$$\bar{s}_i = \left( \frac{\int_{I_i} s^{3/2} f(s) \, ds}{\int_{I_i} f(s) \, ds} \right)^{\frac{1}{2}} = \left( \frac{M_{3/2}^i(f)}{M_0^i(f)} \right)^{\frac{1}{2}}. \quad (1.10)$$

As stated in the introduction, one can remark that in the case where only one section is used, the corresponding multi-fluid model will correspond to a classical “two-fluid model” with three equations for the particulate phase: one for the number density, one for the mass density and one for the momentum (see for example [13,21,34]), the droplet mean size being given by formula (1.10).

The moments to be preserved being chosen, there still remains to find a well-suited family to represent the class $L/\mathcal{R}$. The following proposition gives a family of functions satisfying the realizability condition:

for a study on this subject in the case of noncolliding evaporating sprays the reader may refer to [12] or, for a complete numerical analysis, to [22].
Proposition 1.6. Let $I$ be any (finite or not) interval of $[0, +\infty]$ and $f \in L^1(I, (1 + s^{3/2}) ds)$ be a positive function not everywhere equal to zero. Then there exists a unique couple $(a, b) \in \mathbb{R}^+ \times \mathbb{R}$ such that the function defined by $\tilde{f}(s) = a \exp(-bs)$ has the same moments of order 0 and $3/2$ on $I$ as $f$. Moreover if the interval $I$ is infinite we have $b > 0$. We can then define a one-to-one function $\Psi$ such that $(a, b) = \Psi(I(M_I^{3/2}(f), M_I^0(f)))$.

Proof. For convenience, we will assume that our interval is finite and note $I = [s_1, s_2]$, $n$ and $m$ are respectively the moments of order 0 and $3/2$ of $f$. We will also note $\tilde{m} = \tilde{m}(a, b)$ and $\tilde{n} = \tilde{n}(a, b)$ the moments of order $3/2$ and 0 of the function $f(s) = a \exp(-bs)$. In order to simplify the notations, we will suppose that $\rho_I/(3\sqrt{4\pi}) = 1$.

Since $f$ is a positive function, we know that the ratio $m/n$ lies within the interval $]s_1^{3/2}, s_2^{3/2}[$. The ratio $\tilde{m}/\tilde{n}$ only depends on the parameter $b$, we will then note $g_I(b)$ this ratio. Let us first remark that if we have determined $b \neq 0$ such that $\tilde{m}/\tilde{n} = m/n$, it immediately follows that for:

$$a = \frac{nb\Delta}{e^{-bs_1} - e^{-bs_2}}$$

we have both $n = \tilde{n}$ and $m = \tilde{m}$. Then we only have to check that $g_I$ as a function of $b \in \mathbb{R}$ is one-to-one onto $]s_1^{3/2}, s_2^{3/2}[$, which is the purpose of the following lemma. The whole process is exactly the same and presents no more difficulty in the case where the interval $I$ is infinite, which concludes the proof.

Lemma 1.7. The function $g_I$ defined in the preceding proof is strictly decreasing on $\mathbb{R}$ and has the following properties: $\lim_{b \to -\infty} g_I(b) = s_2^{3/2}$ and $\lim_{b \to +\infty} g_I(b) = s_1^{3/2}$.

Proof. For any $b \neq 0$ we have, denoting $\Delta s = s_2 - s_1$:

$$g_I(b) = \frac{1}{1 - e^{-b\Delta s}} \left( s_1^{3/2} - s_2^{3/2} e^{-b\Delta s} + 3 \frac{\sqrt{s_1} - \sqrt{s_2} e^{-b\Delta s}}{2b} \int s e^{-b(-s)} ds \right).$$

It follows easily that $\lim_{b \to -\infty} g_I(b) = s_2^{3/2}$ and $\lim_{b \to +\infty} g_I(b) = s_1^{3/2}$. We then know that $g_I$ is onto $]s_1^{3/2}, s_2^{3/2}[$. Moreover, $g_I$ is obviously $C^\infty$ and we can compute $g_I'$ in order to find its sign:

$$g_I'(b) = \frac{-f_{s_2}^{s_1} e^{-bs} ds \int s e^{-bs} ds + f_{s_1}^{s_2} s^{3/2} e^{-bs} ds \int s \Delta e^{-bs} ds}{\left( \int f_{s_1}^{s_2} e^{-bs} ds \right)^2}.$$

Let us keep $b$ fixed and determine the sign of:

$$h(\beta) = - \int s e^{-bs} ds \int s^{3/2} e^{-bs} ds + \int s^{3/2} e^{-bs} ds \int s e^{-bs} ds.$$

The computation of the derivative yields:

$$h'(\beta) = e^{-b\beta} \int s e^{-bs} ds,$$

$$h'(\beta) = e^{-b\beta} \int (s^{3/2} - s^{3/2} \beta)(s - \beta) e^{-bs} ds.$$

We can now state that $h'(\beta) < 0$ if $\beta > s_1$ and as we have $h(s_1) = 0$, we also have $g_I'(b) < 0$ for any $b \in \mathbb{R}$. Then $g_I$ is strictly decreasing on $\mathbb{R}$. \qed
Let us then define:

$$
\mathcal{F} = \left\{ s \mapsto \sum_{i=1}^{N} \mathds{1}_{s_{i-1} \leq s < s_i} a_i \exp(-b_i s) + \mathds{1}_{s > s_N} a_{N+1} \exp(-b_{N+1}s) / (a_i, b_i) \in \mathbb{R}_+ \times \mathbb{R} \ \forall i \text{ and } b_{N+1} > 0 \right\}.
$$

(1.12)

The last result shows that this exponential family $\mathcal{F}$ fulfils the realizability condition. Moreover choosing such a family of functions has two more advantages: the first is that the positivity of the number density (which is not obvious for affine functions) is always preserved and the second is that we have the possibility to use only one section (which is equivalent to take $N = 0$), obtaining a two-fluid-type model. This result also allows us to define a nonlinear projection operator $\Pi_F : L^1(I, 1 + s^{3/2}) \rightarrow \mathcal{F}$.

**Remark 1.8.** Concerning the evaporation phenomenon, the choice of an exponential function is well-suited since such kinds of distributions are proved to be self-similar during their evolution in time. Some remarks can also be found in [26] when the choice of a distribution function for the last section (the infinite one) is discussed.

1.2.3. Second order multi-fluid model

We recall that $(a_i, b_i) = \Psi_{[s_{i-1}, s_i]}(m_i, n_i)$ where $\Psi_{[s_{i-1}, s_i]}$ is defined in Proposition 1.6. Following the same process as for the classical multi-fluid method, we consider the system (1.8) and thanks to Proposition 1.6, we assume that in any section, the quantity $n(t, x, s)$ is given by $n(t, x, s) = a_i(t, x) \exp(-b_i(t, x)s)$. In order to clarify the notations, the $(t, x)$ dependence of $a_i$ and $b_i$ will be omitted in the following.

The classical multi-fluid model consists in deriving evolution equations for two quantities in any section which are mass density $n_i$, the density $m_i$ and the momentum density $m_i \pi_i$, where

$$
n_i(t, x) = \frac{1}{s_i - s_{i-1}} \int_{s_i}^{s_{i-1}} a_i \exp(-b_i s) \, ds \quad m_i(t, x) = \frac{1}{s_i - s_{i-1}} \int_{s_i}^{s_{i-1}} \frac{\rho_i s^{3/2}}{3\sqrt{4\pi}} a_i \exp(-b_i s) \, ds.
$$

(1.13)

To derive these equations, in any section, multiply the first equation of the system (1.8) respectively by $1$ and $\frac{\rho_i s^{3/2}}{3\sqrt{4\pi}}$ and the second equation by $\frac{\rho_i s^{3/2}}{3\sqrt{4\pi}}$ and integrate the resulting three equations over the whole section, recalling the particular form for $n_i$ and $m_i$ (1.13). The improved sectional approach then consists in a set of $3N + 3$ equations defined for $1 \leq i \leq N + 1$:

$$
\begin{cases}
\partial_t n_i + \partial_x (n_i \pi_i) + K_i F_i - K_{i+1} = 0 \\
\partial_t m_i + \partial_x (m_i \pi_i) + (E_i^{(1)} + E_i^{(2)}) m_i - E_{i+1}^{(1)} m_{i+1} = 0 \\
\partial_t (m_i \pi_i) + \partial_x (m_i \pi_i \otimes \pi_i) + (E_i^{(1)} + E_i^{(2)}) m_i \pi_i - E_{i+1}^{(1)} m_{i+1} \pi_{i+1} = m_i \pi_i
\end{cases}
$$

(1.14)

where

$$
E_i^{(1)} = \frac{\rho_i K}{3\sqrt{4\pi}} s_{i-1}^{3/2} a_i \exp(-b_i s_{i-1}), \quad E_i^{(2)} = \int_{s_{i-1}}^{s_i} \frac{\rho_i K}{3\sqrt{4\pi}} s^{3/2} a_i \exp(-b_i s) \, ds
$$

$$
\pi_i = \int_{s_{i-1}}^{s_i} \frac{\rho_i s^{3/2}}{3\sqrt{4\pi}} A(t, x, s, \pi_i) a_i \exp(-b_i s) \, ds, \quad F_i = a_i \exp(-b_i s_{i-1})
$$

with the convention that $E_{N+2} = 0$ and $s_{N+1} = +\infty$. We emphasize once more the fact that $a_i$ and $b_i$ are both functions depending only on $m_i$ and $n_i$ so that the model is closed. In order to avoid long notations, in all the following, the “exponential model” will denote the second-order multi-fluid model obtained using the exponential approximation.
2. THE NUMERICAL SCHEMES

2.1. Time discretization

In this section we present the numerical scheme we have developed in order to solve the system (1.14). Since the numerical methods used for the transport part (finite volume method) and for the evaporation part (improved sectional method) follow different approaches, these two effects are computed separately, by using a fractional step in time method in order to solve the global system. The Strang splitting method ensures us to have a second order accurate method for the time discretization if both schemes for transport and evaporation are second order accurate. Such a splitting is done in the following way: if $S_{\Delta t}$, $T_{\Delta t}$ and $E_{\Delta t}$ denote respectively the schemes for the Strang method, and the transport and evaporation steps

$S_{\Delta t} = E_{\Delta t/2} \circ T_{\Delta t} \circ E_{\Delta t/2}$.  

The reader may refer for example to [36] or [5] for further details. The second-order accuracy in time for any scheme will be ensured using a classical RK2 method.

2.2. The transport scheme

Concerning the scheme used for the convection part, we first have to emphasize that there is one constraint on $m$ and $n$ that must be satisfied. Indeed, in any section $i$, since $n_i$ and $m_i$ denote respectively the number and mass density in the section, their ratio $m_i/n_i$ has therefore to remain in the following interval:

$$\left[ \frac{\rho_L \sqrt{\frac{4\pi}{3} s_{i-1}}}{\sqrt{\frac{4\pi}{3} s_i}}, \frac{\rho_L \sqrt{\frac{4\pi}{3} s_i}}{\sqrt{\frac{4\pi}{3} s_{i-1}}} \right].$$

Thus the transport scheme has to preserve this property on $n_i$ and $m_i$. The section being fixed, we will omit to note the index $i$ related to the size and note $\mu = m/n$ the mean mass of a droplet a section so that we are solving:

$$\begin{cases}
\partial_t n + \nabla_x . (nv) = 0 \\
\partial_t (n\mu) + \nabla_x . (n\mu v) = 0 \\
\partial_t (n\mu v) + \nabla_x . (n\mu v \otimes v) = 0.
\end{cases} \quad (2.1)$$

Remark 2.1. The system (2.1) (transport part) is closely related to the “pressureless gas dynamics system”. It is well-known that solutions to the pressureless gases system may have a rather complicated behaviour since, even for regular initial condition, mass concentration as well as vacuum may appear in a finite time lap. This system has been widely studied and is related to the problem of solving linear transport equation with non-smooth coefficients (see for example [6,7,10,31]).

2.2.1. First-order scheme

We begin by studying the first order numerical scheme for transport in one dimension of space. We will here use conservative variables $n$, $m$ and $p$, defining the velocity $v$ as $v = p/m$. It is quite obvious to see that the pressureless gas dynamics system is not hyperbolic. We first turn this system into an hyperbolic one by adding a pressure term, which is equivalent to assume that there is small dispersion of the droplets velocities at the microscopic level and that the term $\nabla_x . P$ defined in (1.4) is non-zero. The system (2.1) may be seen as the
limit as $\epsilon$ tends toward zero of the following hyperbolic system:

\[
\begin{aligned}
\partial_t n + \nabla_x (n v) &= 0 \\
\partial_t m + \nabla_x (m v) &= 0 \\
\partial_t (m v) + \nabla_x (m v \otimes v) + \epsilon^2 \partial_x m &= 0.
\end{aligned}
\]

As we are in one space dimension, one may derive a classical Roe-Scheme for $\epsilon > 0$ and then let $\epsilon$ vanish in the resulting scheme [14]. The final scheme reads, with $\lambda_i = \Delta t / \Delta x_i$ and $\Delta x_i = x_{i+1} - x_{i-1}/2$:

\[
\begin{aligned}

n_i^{k+1} &= n_i^k + \lambda_i \left( n_{i+1}^k (v_{i+1}^k - v_i^k) - 2n_i^k |v_i^k| + n_{i-1}^k (|v_i^k| + v_{i-1}^k) \right) \\
m_i^{k+1} &= m_i^k + \lambda_i \left( m_{i+1}^k (v_{i+1}^k - v_i^k) - 2m_i^k |v_i^k| + m_{i-1}^k (|v_i^k| + v_{i-1}^k) \right) \\
p_i^{k+1} &= p_i^k + \lambda_i \left( p_{i+1}^k (v_{i+1}^k - v_i^k) - 2p_i^k |v_i^k| + p_{i-1}^k (|v_i^k| + v_{i-1}^k) \right).
\end{aligned}
\]

(2.2)

**Proposition 2.2.** Under the CFL condition $\max \lambda_i |v_i| < 1$, this scheme preserves the positivity of both mass and number density and moreover we have a maximum principle on $\mu = \frac{m}{n}$ and $v$.

**Proof.** Rewriting the numerical scheme (2.2) on the number density as:

\[
n_i^{k+1} = n_i^k (1 - \lambda_i |v_i^k|) + \frac{\lambda_i}{2} \left( n_{i+1}^k (v_{i+1}^k - v_i^k) + n_{i-1}^k (|v_i^k| + v_{i-1}^k) \right)
\]

and remarking that $|\alpha| \geq 0$ for any $\alpha \in \mathbb{R}$, we easily have the positivity for the number density and the mass density is treated the same way. Let us now write the numerical scheme on the mass density as:

\[
n_i^{k+1} \mu_i^{k+1} = n_i^k \mu_i^k (1 - \lambda_i |v_i^k|) + \frac{\lambda_i}{2} \left( n_{i+1}^k \mu_{i+1}^k (v_{i+1}^k - v_i^k) + n_{i-1}^k \mu_{i-1}^k (|v_i^k| + v_{i-1}^k) \right).
\]

Using the fact that the number density remains positive, we see that $\mu_i^{k+1}$ is a convex combination of $\mu_i^{k-1}$, $\mu_i^k$, and $\mu_{i+1}^k$. The same argument apply to the velocity and this concludes the proof.

**Remark 2.3.** The scheme (2.2) may be written in conservative form:

\[
\begin{pmatrix}
n_i^{k+1} \\
m_i^{k+1} \\
p_i^{k+1}
\end{pmatrix} =
\begin{pmatrix}
n_i^k \\
m_i^k \\
p_i^k
\end{pmatrix} - \lambda \begin{pmatrix}
F_{i+1/2}^{k,(1)} - F_{i-1/2}^{k,(1)} \\
F_{i+1/2}^{k,(2)} - F_{i-1/2}^{k,(2)} \\
F_{i+1/2}^{k,(3)} - F_{i-1/2}^{k,(3)}
\end{pmatrix}
\]

where the numerical fluxes $F_{i+1/2}^{k}$ is defined as:

\[
\begin{aligned}
F_{i+1/2}^{k,(1)} &= n_i^k \min(0, v_{i+1}^k) + n_i^k \max(0, v_i^k) \\
F_{i+1/2}^{k,(2)} &= \mu_i^k \min(0, F_{i+1/2}^{k,(1)}) + \mu_i^k \max(0, F_{i+1/2}^{k,(1)}) \\
F_{i+1/2}^{k,(3)} &= v_{i+1}^k \min(0, F_{i+1/2}^{k,(2)}) + v_i^k \max(0, F_{i+1/2}^{k,(2)}).
\end{aligned}
\]

(2.3)

**Remark 2.4.** The scheme (2.2) is the same as the first order kinetic scheme obtained by Bouchut et al. in [7] for the pressureless gas dynamics system. Using a technique of affine reconstruction and slope limitation, they also provided a second-order scheme verifying the preservation of the positivity and a maximum principle on the velocity. The scheme obtained by Bouchut et al. may easily be extended to higher dimensions, but it requires
a cartesian grid for discretization. In order to remain as general as possible for the space discretization, we choose to derive a different second-order mesh-independent scheme which may be seen in higher dimensions as a convex combination of the one-dimensional scheme defined in (2.2).

2.2.2. Second-order scheme

We now focus on the description of the second-order scheme. As the numerical simulations presented at the end of the paper deal with one space dimension, the scheme will only be presented in a one-dimensional context. However, this scheme can easily be extended in higher dimensional cases as it is explained in Remark 2.5.

We recall the notations defined in Figure 1. The second order accuracy of the scheme in time and space can be ensured using both MUSCL-type and Runge-Kutta methods. Let $U^k$ be the values of the state $U = (n, m, v)^T$ at time $t^k$. An approximation of the gradient of the discrete solution in any cell is first computed in order to define interpolated values on all edges of the mesh. In order to avoid the creation of new extrema in the rebuild solution, we choose to follow the classical way in limiting the gradient. But since the quantities we want to control are $n$, $\mu$, and $v$, the limiting procedure is performed on the vector $W = (n, \mu, v)^T$ rather than on the vector $U$. With $W^k$ being the values of the state $W$ in the cell $C_i = [x_{i-1/2}, x_{i+1/2}]$ at time $t^k$, an approximation of the gradient of the discrete solution is given by the formula:

$$\nabla W^k_i = \frac{2(W^k_{i+1} - W^k_{i-1})}{\Delta x_i}$$  \hspace{1cm} (2.4)

As for the limitation part, we have to replace $\nabla W^k_i$ with its limited value $\tilde{\nabla} W^k_i$ in each cell $C_i$. An appropriate way of limiting the gradient (see Prop. 3.1) reads:

$$\tilde{\nabla} W^k_i = \min\left(1, \frac{2(W_{\text{max},i}^k - W_i^k)}{\left|\nabla W^k_i\right| \Delta x_i}, \frac{2(W_i^k - W_{\text{min},i}^k)}{\left|\nabla W^k_i\right| \Delta x_i}\right) \cdot \nabla W^k_i$$ \hspace{1cm} (2.5)

where $W_{\text{max},i}^k = \max_{j \in \{i-1,i,i+1\}} (W_j^k)$ and $W_{\text{min},i}^k = \min_{j \in \{i-1,i,i+1\}} (W_j^k)$.

Then, knowing the value of the gradient we can now give interpolated values of $W^k$ at the edges of the mesh and define the values used for the computation of the fluxes.

$$W_{i,l}^k = W_i^k - \tilde{\nabla} W_i^k \frac{\Delta x_i}{2}$$ \hspace{1cm} (2.6)

$$W_{i,r}^k = W_i^k + \tilde{\nabla} W_i^k \frac{\Delta x_i}{2}.$$ \hspace{1cm} (2.7)

With the notations defined in the previous part, the numerical fluxes can be written:

$$
\begin{align*}
F_{i+1/2}^{k,(1)} &= W_{i,r}^{k,(1)} \min(0, F_{i+1/2}^{k,(1)}) + W_{i,l}^{k,(1)} \max(0, F_{i+1/2}^{k,(1)}) \\
F_{i+1/2}^{k,(2)} &= W_{i,r}^{k,(2)} \min(0, F_{i+1/2}^{k,(2)}) + W_{i,l}^{k,(2)} \max(0, F_{i+1/2}^{k,(2)}) \\
F_{i+1/2}^{k,(3)} &= W_{i,r}^{k,(3)} \min(0, F_{i+1/2}^{k,(3)}) + W_{i,l}^{k,(3)} \max(0, F_{i+1/2}^{k,(3)}).
\end{align*}
$$  \hspace{1cm} (2.8)

Finally, the values of $U^{k+1}$ at time $t_{k+1}$ are defined using a Runge-Kutta method ensuring that the positivity is preserved (see Prop. 3.1): we first compute $\tilde{U}_{i}^{k+1}$ using the following formula:

$$\tilde{U}_{i}^{k+1} = U_i^{k} - \frac{\Delta t}{\Delta x_i} \left(F_{i+1/2}^{k} - F_{i-1/2}^{k}\right)$$ \hspace{1cm} (2.9)

and, with obvious notations, we can compute $U_{i}^{k+1}$ by:

$$U_{i}^{k+1} = \frac{1}{2} U_{i}^{k} + \frac{1}{2} \tilde{U}_{i}^{k+1} - \frac{\Delta t}{2\Delta x_i} \left(\tilde{F}_{i+1/2}^{k} - \tilde{F}_{i-1/2}^{k}\right).$$ \hspace{1cm} (2.10)
Remark 2.5. The scheme we just described can easily be extended in higher dimension. Indeed, one can remark that an extension to formula (2.4) can directly be provided using the Green formula applied to the dual mesh (see for example [14]). The same kind of limiters may then be used, provided that the two terms $|\nabla W^k_i| \Delta x_i / 2$ are respectively replaced with $\max_{x \in \partial C_i} |\nabla W^k_i(x - x_i)|$ and $\min_{x \in \partial C_i} |\nabla W^k_i(x - x_i)|$. The expression for the multidimensional scheme, equivalent to formula (2.9) (i.e. without the Runge-Kutta time integration) then reads:

$$U^{k+1}_i = U^k_i - \frac{\Delta t}{|C_i|} \sum_{e \in \partial C_i} \Phi(U^k_i, U^k_{i,e}, n_{i,e}) |e|$$

(2.11)

where $\Phi(U^k_i, U^k_{i,e}, n_{i,e})$ is the numerical flux through the edge $e$ of the boundary of the cell $C_i$ and is defined as

$$\Phi(U_1, U_2, n_{1,e}) = U_1 \max(0, \overrightarrow{v}_1, \overrightarrow{n}_{1,e}) + U_2 \min(0, \overrightarrow{v}_2, \overrightarrow{n}_{1,e}).$$

(2.12)

This formula can then be understood as a convex combination of the monodimensional formula and the results from Proposition 3.1 remain valid assuming that an adapted CFL condition is used [14].

2.3. Computation of the drag force effects

The drag force effect can either be treated as a source term in the transport part or as a separated scheme using one more time the Strang splitting with an exact integration (i.e. replace $T_{\Delta t}$ with $D_{\Delta t/2} \circ T_{\Delta t} \circ D_{\Delta t/2}$). Since the drag source term may become stiff for small droplets, the second possibility has been chosen. We recall the expression of the drag force term following a Stokes law, where $s$ denotes the surface of the droplets:

$$A(t, x, v, s) = \frac{U_g(t, x) - v}{\gamma s}$$

where $\gamma = \frac{\rho l}{18 \pi \mu g}$. In the sectional approach, the value of the drag force term in the $i$th section reads:

$$\overline{A}_i(t, x, s) = \frac{U_g(t, x) - \overline{v}_i(t, x)}{\gamma s}.$$  

The part of the system we are solving then reads in any section $1 \leq i \leq N + 1$:

$$\begin{cases}
\partial_t m_i = 0 \\
\partial_t (m_i \overline{v}_i) = \int_{s_{i-1}}^{s_i} \frac{\rho_l}{3 \sqrt{4 \pi}} a_1 \exp(-b_i s) \overline{A}_i(t, x, s) \, ds.
\end{cases}$$

(2.13)

In any section, we are looking for a mean value in order to represent the time it takes for a droplet to adapt to the velocity of the gas. This mean value is defined through the following integral:

$$\frac{m_i}{\tau_i} = \int_{s_{i-1}}^{s_i} \frac{\rho_l}{3 \sqrt{4 \pi}} a_1 \exp(-b_i s) \, ds.$$  

(2.14)

After some algebra, we obtain in any section with the convention $s_{N+1} = +\infty$:

$$\tau_i = \frac{3 \gamma m_i}{2 \left(a_1 [s^{3/2} \exp(-b_i s)]^N_{s_{i-1}} + b_i m_i \right)}.$$  

Since the drag force does not have any effect on the mass contained in the section but only on the momentum, the system (2.13) can be simplified, removing the dependence on the mass density and yielding the value of the
velocity after one time step:
\[ \bar{\tau}_i(t^{k+1}) = U_g + (\bar{\tau}_i(t^k) - U_g) \exp \left( \frac{\Delta t}{\bar{\tau}_i} \right). \]  
(2.15)

This scheme needs no CFL condition to preserve the maximum principle on the velocity, whereas using source terms would require a CFL shrinking to zero as the size of the droplets goes to zero.

2.4. Numerical scheme for evaporation

In this paragraph, focus is set upon the evaporation step, using the kinetic origin of the system (1.14) to derive a numerical scheme. Omitting all terms except the evaporation one, the kinetic equation written in the surface variable \( s \) reads:
\[ \partial_t f - K \partial_s f = 0 \]  
(2.16)

where \( K \) is assumed to be a constant. Given an initial condition \( f_0 \), the exact solution of this equation for any time \( t > 0 \) reads: \( f(t, s) = f_0(s + K t) \), for all \( (t, s) \geq 0 \).

Let \( (s_i)_{0 \leq i \leq N} \) be a discretization of the size space in the surface variable. A time step for the evaporation scheme may be decomposed into three elementary steps. The first one consists in rebuilding the approximate number density function knowing the number and the mass density in every section (projection step \( \Pi_{\text{mean}} \)). More precisely we compute the only element \( \tilde{f} \) of the family \( \mathcal{F} \) (defined in (1.12)) which has the appropriate moments of order 0 and 3/2 in any section. Then the second step consists in using the exact solution of Equation (2.16) in order to transport exactly the rebuilt density (transport step \( T_{\Delta t} \)). Finally the new number and mass density are computed in every section (mean step \( \Pi_{\text{mean}} \). If \( p \) is related to the time discretization and \( \Delta \) is related to the size discretization we have:
\[ \left( \begin{array}{c} n_i^{p+1} \\ m_i^{p+1} \\ (m_i \bar{\tau}_i)^{p+1} \end{array} \right) = \Pi_{\text{mean}} \circ T_{\Delta t} \circ \Pi_{\text{exp}} \left( \begin{array}{c} n_i^p \\ m_i^p \\ (m_i \bar{\tau}_i)^p \end{array} \right). \]

The scheme can be written under its “conservative” form where \( \Delta s_i = s_{i+1} - s_i \):
\[ \left\{ \begin{array}{l}
\frac{n_i^{p+1} - n_i^p}{\Delta t} - K \frac{\psi_i^{p+1/2} - \psi_i^{p-1/2}}{\Delta s_i} = 0 \\
\frac{m_i^{p+1} - m_i^p}{\Delta t} - K \frac{\psi_i^{p+1/2} - \psi_i^{p-1/2}}{\Delta s_i} = S_i \\
\frac{(m_i \bar{\tau}_i)^{p+1} - (m_i \bar{\tau}_i)^p}{\Delta t} - K \frac{\theta_i^{p+1/2} - \theta_i^{p-1/2}}{\Delta s_i} = T_i
\end{array} \right. \]  
(2.17)

and where \( \varphi, \psi, \theta, S \) and \( T \) are defined as follows:
\[ \varphi_i^{p+1/2} = \frac{1}{\Delta t} \int_0^{\Delta t} \tilde{f}(s_i + K t) \, dt \]  
(2.18)
\[ \psi_i^{p+1/2} = \frac{1}{\Delta t} \int_0^{\Delta t} (s_i + 1 + K t)^{3/2} \tilde{f}(s_i + 1 + K t) \, dt \]  
(2.19)
\[ \theta_i^{p+1/2} = \frac{1}{\Delta t} \int_0^{\Delta t} (s_i + 1 + K t)^{3/2} \tilde{f}(s_i + 1 + K t) \bar{\tau}_i \, dt \]  
(2.20)
\[ S_i = \frac{1}{\Delta s_i} \int_0^{\Delta s_i} \left( (s_i + u)^{3/2} - (s_i + u + K \Delta t)^{3/2} \right) \tilde{f}(s_i + K \Delta t + u) \, du \]  
(2.21)
\[ T_i = \frac{1}{\Delta s_i} \int_0^{\Delta s_i} \left( (s_i + u)^{3/2} - (s_i + u + K \Delta t)^{3/2} \right) \tilde{f}(s_i + K \Delta t + u) \bar{\tau}(s_i + u + K \Delta t) \, du. \]  
(2.22)
We recall that the notation \( \tilde{f} \) denotes the global density function which is rebuilt from the number and the mass given in any section. Using some integrals of the function \( s^{3/2} \exp(-bs) \) which can be computed numerically and denoting \( \alpha_i = K \Delta t / \Delta s_i \), this scheme may also be written the following way:

\[
\begin{align*}
n_i^{p+1} &= n_i^p (1 - g(b_i K \Delta t, \alpha_i)) + n_{i+1}^p g(b_{i+1} K \Delta t, \alpha_{i+1}) \\
m_i^{p+1} &= m_i^p b_i \exp(-b_i K \Delta t) \int_{0}^{\Delta s_i - K \Delta t} (s + s_i)^{3/2} \exp(-b_i s) \, ds \\
&\quad + m_{i+1}^p \frac{b_{i+1} \exp(-b_{i+1} s_i)}{1 - \exp(-b_{i+1} \Delta s_{i+1})} \int_{0}^{K \Delta t} (s + s_{i+1} - K \Delta t)^{3/2} \exp(-b_{i+1} s) \, ds
\end{align*}
\]

where the functions \( g \) is defined as:

\[
g(x, \alpha) = \frac{1 - \exp(-x)}{1 - \exp(-\alpha x)}. \tag{2.25}
\]

**Remark 2.6.** Since \( \alpha \) is the inverse of the CFL constant, it is assumed to be positive and more precisely to be greater than 1. Under this assumption we have for any \( x \in \mathbb{R} : 0 \leq g(x, \alpha) \leq 1 \). This ensures the positivity of the number density and therefore the positivity of the mass density. Moreover, the function \( g \) is shown to have a Lipschitz dependence on the first variable (the one involving the time step) provided that the CFL condition is kept constant. Indeed, we can compute \( \partial_x g \):

\[
\partial_x g(x, \alpha) = \frac{e^{-x}(1 - e^{-\alpha x}) - (1 - e^{-x})\alpha e^{-\alpha x}}{(1 - e^{-\alpha x})^2}.
\]

Keeping \( \alpha \geq 1 \) fixed, we have \( \lim_{x \to -\infty} \partial_x g(x, \alpha) = \lim_{x \to +\infty} \partial_x g(x, \alpha) = 0 \) and we also note that \( \partial_x g(x, \alpha) \) admits a limit as \( x \to 0 \):

\[
\partial_x g(0, \alpha) = \frac{\alpha - 1}{2\alpha}.
\]

We deduce from this last equality that \( |\partial_x g(\cdot, \alpha)| \) is bounded by a constant \( M_\alpha \). This property will be used later in order to prove some properties of the scheme (2.23) (see Prop. 3.11).

### 3. Theoretical results on the schemes

#### 3.1. General results

We give here some general results on the schemes defined in the preceding part. The proofs of these results do not present any particular difficulty and we will thus just give the main lines. Concerning the part on the transport scheme, the reader may also refer to [7] for similar arguments.

**Proposition 3.1.** Under the CFL-condition \( 2 \Delta t \leq \Delta x \), using the second order transport scheme (2.10) gives a nonnegative number density and therefore a nonnegative mass density. Moreover, the velocity and the ratio \( \mu = m/n \) do satisfy a maximum principle.

**Proof.** We have seen in Proposition 2.2 that the result holds for the one-dimensional first-order scheme. Let us now recall the notations from Section 2.2. The limiter defined in formula (2.5) provides an estimation of the values at the edges \( W_{i,t} \) and \( W_{i,r} \) compared to \( W_i \), more precisely, we have \( |W_{i,t}|, |W_{i,r}| \leq 2|W_i| \) for any cell \( C_i \). Then, recalling the fact that the first-order scheme does preserve the positivity of the number density with the CFL constant 1, the scheme (2.9) does also preserve the positivity under the CFL constant 1/2.

The end of the proof now relies on a convexity argument. Indeed, the scheme (2.9) concerning the evolution of \( \mu_i \) may be seen as a convex combination of the first-order scheme (2.2), which verifies the maximum principle on \( \mu \). Then, the scheme (2.9) does also verify this maximum principle, ensuring the positivity of the mass density. The same argument holds for the maximum principle on the velocity. Finally, the limited gradient method for the transport scheme (2.10) can also be seen as a convex combination between the state \( U_i^k \) and the
state $\bar{U}_k$ since it is obtained using the scheme (2.9) applied twice respectively to $U_k$ and to $\bar{U}_k$, which concludes the proof.

**Proposition 3.2.** The scheme simulating the drag force effects does preserve a modified maximum principle, including the velocity of the gas:

$$\sup_i \left| v_i^{p+1} \right| \leq \max(\sup_x |U_g(x)|, \sup_i |v_i^p|).$$

**Proof.** From formula (2.15) we have, for all $i$, $v_i^{p+1} \in [U_g, v_i^p]$. □

**Proposition 3.3.** Under a CFL condition $\Delta t \leq K \min \Delta s_i$, the evaporation scheme (2.17) does preserve the positivity of both number and mass density and also verifies a maximum principle on the velocity. Moreover, by construction of the scheme, in any section the ratio $m_i/n_i$ lies within the interval $[\frac{\rho - \rho_i}{\rho - \rho_0}, \frac{\rho - \rho_i}{\rho - \rho_0}]$.

**Proof.** Replacing respectively $n_i^p$ and $m_i^p$ with $\frac{1}{\Delta s_i} \int_{s_i}^{s_i + \Delta s_i} \hat{f}(s_i + u) \, du$ and $\frac{1}{\Delta s_i} \int_0^{\Delta s_i} (s_i + u)^{3/2} \hat{f}(s_i + u) \, du$ in the evaporation scheme (2.17), we see that $n_i^{p+1}$ and $m_i^{p+1}$ are obtained as number and mass densities corresponding to a piecewise exponential positive distribution function. We have then the positivity of both number and mass densities and the results on their ratio and on the velocity comes one more time from a convexity argument. □

### 3.2. Consistency of the evaporation scheme

#### 3.2.1. Order of the exponential approximation

Since it has been proven in Proposition 1.6 that the exponential family $\mathcal{F}$ fulfills the realizability condition, we will now focus on the order of the approximation achieved. Given an interval $I$ of length $h$, let $\Pi_I$ denote the projection operator which associates to a function $f \in L^1(I, (1 + s^{3/2}) \, ds)$, the unique exponential function defined in Proposition 1.6. The following theorem gives explicit bounds for the error generated by replacing $f$ with $\Pi_I(f)$. In order to avoid heavy notations, the results in Theorem 3.4 and Lemma 3.5 are presented in a particular case. All results can be extended to a more general case without any difficulty, see Remark 3.7.

**Theorem 3.4.** Let $I$ be any interval of length $h$ and $s_0$ be its middle point. Let $f$ non identically equal to 0 be a function of class $C^3$ such that $f(s_0) \neq 0$. We then have the following estimate:

$$\|\Pi_I(f) - f\|_{L^\infty(I)} = O(h^2).$$

More precisely we have for $\zeta$ depending on $f$:

$$\Pi_I(f) - f)(s_0) = \frac{1}{24} \left( f''(s_0) - \frac{f'(s_0)^2}{f(s_0)} \right) h^2 + O(h^3) \quad (3.1)$$

$$\Pi_I(f) - f)'(s_0) = \zeta h + O(h) \quad (3.2)$$

$$\Pi_I(f) - f)''(s_0) = \left( f''(s_0) - \frac{f'(s_0)^2}{f(s_0)} \right) + O(h). \quad (3.3)$$

The key point to prove this theorem is that the parameters of $\Pi_I(f)$, namely $a$ and $b$ tend toward a finite limit as the length $h$ of $I$ tends toward 0. As the parameter $a$ is continuously defined using $m$, $n$ and $b$ (see for example formula (1.11)), it suffices to prove that the parameter $b$ tends toward a finite limit:

**Lemma 3.5.** Under all the assumptions and notations of the preceding theorem, we have in a neighbourhood around $h = 0$:

$$b = -\frac{f'(s_0)}{f(s_0)} + O(h) \quad (3.4)$$

and the parameter $b$ remains therefore bounded as $h$ tends to 0.
Before proving Lemma 3.5, we will introduce some notations: let \( m \) and \( n \) denote respectively the mass and number density of a function \( f \) while \( \tilde{m} \) and \( \tilde{n} \) will respectively denote the mass and number density of \( \Pi f \). Obviously, \( m, n, \tilde{m}, \tilde{n}, a \) and \( b \) depend on the length \( h \) of the interval but we will omit to note this dependence. Moreover, we will shorten the notation for the derivatives of \( f \) by noting \( f_0 = f(s_0) \), \( f'_0 = f'(s_0) \) and \( f''_0 = f''(s_0) \).

**Proof.** Performing a Taylor expansion of \( f \) and \( \Pi f \) around \( s_0 \) we have the following estimates for the ratios \( m/n \) and \( \tilde{m}/\tilde{n} \):

\[
\frac{m}{n} = \frac{3}{2} \frac{s_0}{s_0} + \frac{1}{8} \left[ \frac{1}{2s_0^2} + \frac{f'_0}{s_0 f_0} \right] h^2 + O(h^3) \quad (3.5)
\]

\[
\frac{\tilde{m}}{\tilde{n}} = \frac{3}{2} \frac{s_0}{s_0} + \frac{b h}{2(e^{bh/2} - e^{-bh/2})} \int_{-1}^{1} \left[ \left( \frac{hu}{2} + s_0 \right)^{3/2} - \frac{s_0^{3/2}}{3/2} \right] \exp(-hu/2) \, du. \quad (3.6)
\]

Let us then define:

\[
z(x, h) = \int_{-1}^{1} \left[ \left( \frac{hu}{2} + s_0 \right)^{3/2} - \frac{s_0^{3/2}}{3/2} \right] \exp(-hu/2) \, du \quad (3.7)
\]

\[
K(h) = \frac{m}{n s_0^{3/2}} - 1 = \frac{1}{8} \left[ \frac{1}{2s_0^2} + \frac{f'_0}{s_0 f_0} \right] h^2 + O(h^3) \quad (3.8)
\]

\[
H(x, h) = \frac{m}{n} - \frac{3}{2} \frac{s_0}{s_0} K(h) h. \quad (3.9)
\]

We are now able to give a new characterization for the parameter \( b \):

\[
\frac{\tilde{m}}{\tilde{n}} = \frac{m}{n} \iff H(bh, h) = 0. \quad (3.10)
\]

It can be proved that the function \( H \) is of class \( C^2 \) in a neighbourhood around \( (0, 0) \). Moreover we can compute the following values of \( H \) and its derivatives:

\[
H(0, 0) = 0 \quad (3.11)
\]

\[
\frac{\partial H}{\partial x}(0, 0) = -\frac{\sqrt{s_0}}{8} \quad (3.12)
\]

\[
\frac{\partial H}{\partial h}(0, 0) = -\frac{\sqrt{s_0} f'_0}{8 f_0} \quad (3.13)
\]

The implicit function theorem can then be applied in this case: there exists a neighbourhood \( U \) around \( (x, h) = (0, 0) \) and a function \( \varphi \) of class \( C^2 \) such that:

\[
H(x, h) = 0 \iff x = \varphi(h) \quad \forall (x, h) \in U. \quad (3.14)
\]

Moreover, we have:

\[
\varphi''(0) = -\frac{\partial H(0, 0)}{\partial h} = -\frac{f''_0}{f'_0} \quad (3.15)
\]

Then we can state that in a neighbourhood around \( (0, 0) \) we have \( x = \varphi(0) + \varphi'(0) h + O(h^2) \), where \( \varphi(0) = 0 \) from (3.11). Furthermore, we noted that \( m/n = \tilde{m}/\tilde{n} \) if and only if \( H(bh, h) = 0 \) and we already know that \( b \) is uniquely defined. We can then identify \( b \) and \( \phi(h)/h \) in a neighbourhood around \( h = 0 \) which gives us the desired result. \( \square \)

**Lemma 3.6.** Under all the assumptions of the theorem (3.4), we have the estimate:

\[
a = f_0 + O(h^2). \quad (3.16)
\]
Proof. Using Lemma 3.5, it follows easily from the equality \( n = \tilde{n} \) and the Taylor expansions respectively of \( n \) and \( \tilde{n} \).

The proof of theorem (3.4) yields now no more difficulty since it only relies on identifications of Taylor expansion terms of both \( f \) and \( \Pi_t(f) \) and it is left to the reader. Finally, the exponential approximation we proposed is now proved to be second-order accurate.

Remark 3.7. As it has been stated in the beginning of this paragraph, the results apply to a more general set of functions. If the function \( f \) does vanish in \( s_0 \), an extra regularity assumption on \( f \) is needed in order to allow the computation of more terms in the Taylor expansion, but no more difficulties appear except technical ones [14].

3.2.2. Consistency order

In this part we will focus on the consistency error of the evaporation scheme. As we are studying the error for a discretization step tending to zero, we do not have to take into account the last section (which is infinite). In order to avoid such a problem, we limit our study to compactly supported initial data. Moreover, for the sake of simplicity we will consider functions such that we always have

\[
\text{for a discretization step tending to zero, we do not have to take into account the last section (which is infinite).}
\]

\[\text{and } \tilde{f}_i \text{ be the length of the } i \text{-th section: } h_i = |s_{i+1} - s_i|. \text{ Then we have the following estimate:}\]

\[
\text{Err}^{(1)}_{i+1/2}(f) = \frac{K}{\Delta t} \left( \frac{1}{24} \left( f''(s_{i+3/2}) - \frac{f'(s_{i+3/2})^2}{f(s_{i+3/2})} \right) h_i^2 + O(h_i^3) \right).
\]
Proof. The key point of the proof is the estimation of the “projection” error. We know that we have for $s \in [s_i, s_{i+1}]$ and $h_i = s_{i+1} - s_i$:

$$(\Pi f - f)(s) = (\Pi f - f)(s_{i+1/2}) + (\Pi f - f)'(s_{i+1/2})(s - s_{i+1/2})$$

$$+ (\Pi f - f)''(s_{i+1/2}) \frac{(s - s_{i+1/2})^2}{2} + O((s - s_{i+1/2})^3).$$

Reporting this in formula (3.19) for $\text{Err}_{i+1/2}^{(1)}(f)$, we have:

$$\text{Err}_{i+1/2}^{(1)}(f) = K \Delta s \Delta t \int_0^{\Delta t} \left[ (\Pi f - f)(s_{i+3/2}) + (\Pi f - f)'(s_{i+3/2})(s_{i+1} + Kt - s_{i+3/2}) 
+ (\Pi f - f)''(s_{i+3/2}) \frac{(s_{i+1} + Kt - s_{i+3/2})^2}{2} + O((s_{i+1} + Kt - s_{i+3/2})^3) \right] dt.$$}

And recalling the estimates from Theorem 3.4 gives the desired result. □

**Theorem 3.10.** Let $f \in \mathcal{E}$. We suppose our discretization in size is done the following way: $(s_i)_{1 \leq i \leq N}$ with $s_N = S_{\text{max}}$. Then the scheme (2.17) is consistent of order 1 with the equation, and is consistent of order 2 if the discretization step is constant.

Proof. The key point is the computation of the difference $\text{Err}_{i+1/2}^{(1)}(f) - \text{Err}_{i-1/2}^{(1)}(f)$. We will use the notation $\tau(s) = f''(s) - \frac{f'(s)^2}{f(s)}$ and $\Delta = \max_i(h_i)$. From lemma (3.9), we get:

$$\text{Err}_{i+1/2}^{(1)}(f) - \text{Err}_{i-1/2}^{(1)}(f) = \frac{K}{24} \left( \tau(s_{i+3/2})h_{i+1}^2 - \tau(s_{i+1/2})h_i^2 + O(h^3) \right).$$

Furthermore, if the discretization step is constant, there exists $\xi \in [s_{i+1/2}, s_{i+3/2}]$ such that:

$$\text{Err}_{i+1/2}^{(1)}(f) - \text{Err}_{i-1/2}^{(1)}(f) = \frac{K}{24} \left( \tau'(\xi)(s_{i+3/2} - s_{i+1/2})h^2 + O(h^3) \right) = O(h^3).$$

We have the same type of inequality for $\text{Err}_{i+1/2}^{(2)}(f) - \text{Err}_{i-1/2}^{(2)}(f)$. It remains to prove an order estimate on $\text{Err}_{S_1}$: this is always of order $h^2$. Indeed, this comes straight from Theorem 3.4 and the fact that:

$$\left| (s_i + u)^{3/2} - (s_i + u + K\Delta t)^{3/2} \right| = O(K\Delta t)$$

and $K\Delta t \leq \min(h_i)$. Finally, integrating these results in formula (3.18) concludes the proof. □

### 3.2.3. Comments on the evaporation scheme

Here are discussed some few remarks on the evaporation scheme. First, scheme (2.17) is non-linear since the “projection” II is highly non-linear. Moreover, this scheme is neither monotonic nor total variation diminishing. This comes from the fact that the parameter $b$ can take any real value so that the exponential family is able to represent any positive density function.

The scheme has been derived so that both number and mass density are always naturally positive but not $L^\infty$ bounded. However, if we assume that the parameter $b$ remains bounded we can ensure a $L^\infty$ bound on our scheme. Practically, this assumption is not restrictive since in all the computations performed so far, the numerical parameter $b$ remained bounded, although this property has not been theoretically proven yet.

**Proposition 3.11.** Let $T > 0$ and assume that the parameter $b$ remains bounded by a constant $B$ for all time and size steps. Then, if the initial condition (number and mass density) is $L^\infty$-bounded, the number and mass...
density remains bounded for all time \( t \in [0, T] \), given the fact that the time step satisfies the CFL condition \( K \Delta t \leq \Delta s \).

Proof. Let \( \alpha \) be the inverse of the CFL constant. Then, the results comes from the fact that the derivative with respect to the first variable of the function \( g \) defined in (2.25) is bounded by a constant \( M_\alpha \) (see Rem. 2.6).

Indeed, recalling the notations from the numerical scheme (2.23) we have:

\[
n_P^{i+1} = n_i^p (1 - g(b_i K \Delta t, \alpha)) + n_{i+1}^p g(b_i K \Delta t, \alpha) + n_{i+1}^p (g(b_{i+1} K \Delta t, \alpha) - g(b_i K \Delta t, \alpha))
\]

yielding the following inequality, with \( N_p = \max_i (|n_i^p|) \):

\[
N_p^{i+1} \leq N_p (1 + g(b_{i+1} K \Delta t, \alpha) - g(b_i K \Delta t, \alpha)) \leq N_p (1 + 2B M_\alpha K \Delta t).
\]

Using a discrete Gronwall lemma, the bound on the number density is straightforward. To conclude the proof, we only have to remark that the mass density is then also bounded since the ratio \( m/n \) is proved to be bounded in any section (see Prop. 3.3).

\[\square\]

Remark 3.12. If the parameter \( b \) is assumed to remain bounded by a constant \( B \), the total variation (TV) of the numerical solution also remains bounded by a constant depending on \( B \) during the approximation step. Nevertheless, this is not enough in order to prove that the scheme is a TV bounded one and then to prove the convergence, although these last two points seem to be numerically verified. A similar kind of problem appears when using a “essentially non oscillatory” (ENO) scheme [19,28], for which the ENO reconstruction step is total variation bounded but no global TV bound is provided, although numerical results seem to suggest that such a bound exists [28].

4. Numerical results

We here present some numerical results using the “revisited multi-fluid method” for the evaporation phenomena. The aim is to compare the accuracy of the hybrid method with the ones of two other schemes. In order to evaluate the accuracy of a numerical scheme, two quantities will be checked, the first being the Sauter mean radius which is defined as:

\[
r_{smd} = \frac{1}{3 \sqrt{4 \pi}} \frac{\int_{0}^{\infty} s^{3/2} f(s) \, ds}{\int_{0}^{\infty} s f(s) \, ds}.
\]

The second quantity tested is the mass of non-evaporated liquid. These two quantities are very important considering the application of sprays in the combustion domain. Both quantities will be checked either as a function of time (0D case) or as a function of position (1D stationary case). In the last case, evaporation is coupled with the transport phenomena.

4.1. 0-dimensional test-case

Let us begin with a test-case which will enable us to point out the ability of our evaporation scheme to simulate accurately the evaporation phenomena, governed by the kinetic equation:

\[
\left\{ \begin{array}{l}
\partial_t f + K \partial_s f = 0 \\
\partial_t f(0, s) = f_0(s).
\end{array} \right.
\]

Three schemes will be compared to the exact solution which can be computed exactly: the classical multi-fluid method [24,37], a MUSCL method [38] performed on the number density of the droplets and the improved multi-fluid method using two moments, this last one being called the “exponential method” in all the following. More precisely, the MUSCL method is performed using a discretization of the following equation on the number density:

\[
\partial_t n - K \partial_s n = 0.
\]
Remark 4.1. The MUSCL method could also have been applied on the conservation equation for the number density but such a method leads to numerical difficulties since this equation is singular when the surface of the droplets tends to zero. Therefore, rebuilding the number density from the mass density using such an approach yields too many numerical errors.

Two kinds of initial data are chosen for this test-case. The first one (Fig. 2, left) is regular and part of the space $\mathcal{E}$ with $S_N = 1$ (see Eq. (3.17)). Moreover, this initial data is taken with quite a complicated shape, corresponding to a bimodal droplet size distribution. Choosing such initial data yields a non-trivial evolution of the Sauter mean radius and points out the ability of the different schemes to take into account the “sub-sectional” variations of the number density. The second initial data (Fig. 7, left) is a step function which will ensure that the schemes used can deal with discontinuities.

Remark 4.2. For the sake of clarity, we choose to normalize our results: all the surfaces of the droplets will be taken between 0 and 1 and the time it takes for the whole distribution to vanish completely is assumed to be 1.

4.1.1. Regular initial data

We first consider the regular initial data which may be seen as a bimodal test-case with a representation of two sizes. The evolution of the Sauter mean radius can be decomposed in three stages. It first decreases until the first group of droplets disappears, giving more importance to the second group of droplets and then yielding a quick increase of the mean radius. The Sauter mean radius then decreases again until the second group of droplets also disappears, letting the Sauter mean radius go to zero after a slight last increase (Fig. 2, left).

The first figures represent the evolution of the Sauter mean radius for all methods using 100 sections (Fig. 2, right), 10 and 5 sections (Fig. 3). The 100 sections case shows the convergence of all methods (while the classical multi-fluid method would need even more sections) and the other two cases (10 and 5 sections) show the ability of these methods to predict at least the global behaviour of the evolution with a few number of sections. One can see the great improvement obtained by using second-order methods.

Only the multi-fluid-type methods take into account the conservation equation on the mass, the MUSCL method does only predict its value using the rebuild affine number density. One can see on the left of Figure 4 that the approximation is quite good for all methods with a great number of section but that the error for the MUSCL method grows quickly as the number of section decreases. Indeed, for a few number of sections (Fig. 5, left), the first order method and the MUSCL method have the same order accuracy on mass and for an even coarser mesh (Fig. 6, left), the error on the rebuild mass for the MUSCL method is much bigger than...
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Figure 3. Sauter mean radius evolution – 10 and 5 sections.

Figure 4. Relative errors on remaining mass (left) and Sauter mean radius (right) – 100 sections.

these for the classical multi-fluid and exponential methods. One can remark that the accuracy of the improved multi-fluid method remains quite good even on a coarse grid. It is shown to be a real improvement of the classical multi-fluid since it does always provide a better approximation for the mass density evolution.

On the right part of Figures 4–6, the evolution of the Sauter mean radius weighted by the remaining mass (according to the method considered) is represented. Such a quantity is relevant to compute since for all methods, the error on the Sauter mean radius becomes important when most of the droplets have disappeared, due to the intrinsic numerical errors. Since the effects of the liquid phase on its neighbourhood is proportional to its local density, Figures 4–6 show the error on the Sauter mean radius when it does have an important meaning. One can see that the improvement on the number density distribution due to the second order accuracy for the MUSCL method is completely masked by the poor estimate on the remaining mass on a coarse mesh since both the classical multi-fluid method and the MUSCL method do have the same order of error estimates (Figs. 5, 6).
These results emphasize the importance of preserving two moments since the exponential method does have a good error estimate on both quantities even for a coarse mesh.

4.1.2. Step function

We now take a step function as initial condition. As all the results proved in part 3 do concern regular functions, here we are testing the ability of the improved multi-fluid method to deal with discontinuous functions. The results on the Sauter mean radius evolution are quite the same as for the regular bimodal case since the exponential method shows an improved accuracy on all fine (100 sections), medium (10 sections) and coarse (5 sections) meshes. In particular, focusing on the time it takes for the whole distribution to completely evaporate, it has to be noted that the exponential method provides a relevant estimate for all meshes whereas the MUSCL method leads to a completely different estimate between the fine (Fig. 7) and medium or coarse (Fig. 8) meshes.
As in the preceding bimodal test-case when using medium or coarse meshes (Figs. 10 and 11), the second-order MUSCL method does not show any real improvement of accuracy on the mass density, whereas the exponential method does provide a strongly reduced error in figures (Figs. 10 and 11). This ability of the exponential method to deal with discontinuities when a few number of sections is used may come from its non-TVD property.

The results on the Sauter mean radius evolution can be commented in the same manner as in the previous case, emphasizing once more the improvement due to the preservation of two moments in any section. Indeed, it is worth noting that the difference on the mass estimate for both classical and improved multi-fluid methods is even more important in Figure 11 (left) than in Figure 6 (left), yielding an important improvement of the accuracy on the Sauter mean radius evolution (Fig. 11, right).
Figure 9. Relative errors on remaining mass (left) and Sauter mean radius (right) – 100 sections.

Figure 10. Relative errors on remaining mass (left) and Sauter mean radius (right) – 10 sections.

4.2. 1-dimensional test-case

This test-case takes into account the evaporation phenomenon, the drag force and the transport of the droplets. The transport scheme used is the one described in part (2.2). We aim at performing comparisons on the steady solution of the kinetic equation which is the solution of the following equation as a function of position, velocity and surface of the droplets:

\[
\begin{align*}
    v \partial_x f + \partial_v \left( \frac{U_g - v}{\gamma_s} f \right) - K \partial_s f &= 0 \\
    f(x = 0, s, v) &= f_0(s, v).
\end{align*}
\]  

(4.4)

We will only consider the case of a regular monomodal initial condition (see Fig. 12).
Figure 11. Relative errors on remaining mass (left) and Sauter mean radius (right) – 5 sections.

Figure 12. Regular initial condition and mass density repartition for the exact solution.

4.2.1. Reference solution

Since there exists no analytic solution to the preceding equation we have to compute this one numerically. In Lagrangian coordinates, the evolution of the surface and velocity of droplets writes:

\[
\frac{ds}{dx} = -K \frac{v}{s}, \quad \frac{dv}{dx} = \frac{U_g - v}{\gamma vs}, \quad \frac{dv}{ds} = \frac{U_g - v}{-K \gamma s}.
\] (4.5)
Using the last equation we can deduce the value of the velocity of one droplet knowing its actual size and initial size and velocity:

\[
\ln \left( \frac{U_g - v}{U_g - v_0} \right) = \frac{1}{\gamma K} \ln \left( \frac{s}{s_0} \right) \\
v = U_g - (U_g - v_0) \left( \frac{s}{s_0} \right)^\frac{1}{\gamma K}.
\]

(4.6)

Let \( \beta = 1/(\gamma K) \). Using the first equation on the evolution of the surface, we easily show that the surface of the droplet at the position \( x \) knowing its initial surface and density is solution of:

\[
s(x)^{\beta+1} - (\beta + 1) \frac{U_g}{U_g - v_0} s_0 s(x) + \beta \frac{U_g + v_0}{U_g - v_0} s_0^{\beta+1} = (\beta + 1) \frac{s_0^\beta K x}{U_g - v_0}.
\]

One may check that for a given triplet \((x, s(x), v(x))\) there exists one and only one couple \((s_0, v_0)\) satisfying this equation. In order to simplify this inversion problem a little, we will assume that all droplets at \( x = 0 \) have the same velocity \( v_0 > 0 \). It is then quite obvious that for any \( x > 0 \) and \( s > 0 \) the corresponding velocity lies within the interval \([v_0, U_g]\).

Let us consider \( F_2 \) the function that gives \((s, v)\) obtained at position \( x \) starting from a droplet of characteristics \((s_0, v_0)\). We have:

\[
I = \int_{s_1}^{s_2} \int_{v_1}^{v_2} f(x, s, v) \, ds \, dv = \int_{s_1}^{s_2} \int_{v_1}^{v_2} f(F_2(s_0, v_0)) \, ds \, dv.
\]

Performing the change of variable \((s, v) = F(s_0, v_0)\) we have for \( D = F^{-1}([s_1, s_2] \times [v_1, v_2])\):

\[
I = \int_{D} f_0(t, w) \left| \partial F_{2,1} \partial F_{2,1} - \partial F_{2,1} \partial F_{2,2} \right| dt \, dw.
\]

Denoting by \( J(x) \) the Jacobian, we have the following equation:

\[
J'(x) = J(x) \left( \frac{\partial^2 F_{2,1}}{\partial s \partial x} + \frac{\partial^2 F_{2,2}}{\partial v \partial x} \right).
\]

That gives, knowing that \( J(0) = 1 \),

\[
J(x) = \exp \left( -\int_0^x \frac{U_g}{\gamma s(x) v(x)^2} \, dx \right).
\]

(4.7)

Recalling the relation between \( x \) and \( s \) knowing \( s_0 \) and \( v_0 \) we can perform the change of variable \( u = s(x) \), using the fact that:

\[
x'(s) = \frac{U_g - v_0}{K} \left( \frac{s^{\beta} - s_0^{\beta}}{s_0^{\beta}} \right) - \frac{U_g}{K}
\]

\[
J(s) = \exp \left( -\int_s^{s_0} \frac{\beta U_g}{u (U_g + (v_0 - U_g) (\frac{u^{\beta}}{s_0^{\beta}}))} \, du \right).
\]

(4.8)

We are now able to compute numerically the number density at \( x = 0 \) using both numerical inversion and numerical integration: \( f(x, s, v) = f(0, s_0) J(s, v_0) \). We will consider that the number density obtained using a fine discretization of the space \((x, s)\) is our reference solution.
4.2.2. **Numerical computations using a regular initial condition**

In this section, a simulation using a monomodal regular initial condition is performed, the initial condition given in the left part of Figure 12. The study of the exact solution (whose mass density distribution is drawn in the right part of Fig. 12) emphasizes the coupling between the drag force and the evaporation phenomenon since the droplet velocity is obviously growing as the surface of the droplets decrease until it reaches the velocity of the surrounding gas.

Here, we compare the same three numerical methods as in the 0D-case and to this end, we first check the distribution obtained for the mass density in order to see whether or not the schemes are able to give the global behaviour of the spray. In Figures 13 and 14 the mass density is presented as a function of position and size of the droplets. Obviously, the same colour table as for Figure 12 has been applied to all drawings so that the comparisons are relevant. In order to be able to compare the effects of the schemes only, the exact solution has
been discretized using the same number of sections. Please note that the white colour denotes the absence of any droplet so that we have an idea of the ability of the scheme to limit the artificial diffusion. One can check the fact that the exponential method gives a sharper approximation of the mass density field than the other two while the MUSCL method also shows a real improvement compared to the classical multi-fluid method. In particular, checking the vanishing of the second density level we can see that it occurs around the position 3.2 for the exact solution as well as for the exponential simulation but this density level does vanish earlier for the two other simulations.

We now turn to the same comparisons but with only 10 sections. As the exact solution has been discretized with only 10 sections, the distribution of the mass density looks rougher but the global shape is the same. One more time, the exponential method does provide a relatively good estimate of the mass density field, especially concerning the localisation of high mass density.
In Figures 17–19, the same conclusions on the numerical simulation hold since the exponential numerical method enables to reduce the number of sections while keeping a rather good accuracy on both the remaining mass and the Sauter mean radius. The error of the first velocity moment $v$ is also presented, where $v$ is defined by

$$v(x) = \frac{\iint_{s,v} v f(x, s, v) \, ds}{\iint_{s,v} f(x, s, v) \, ds}$$  \hspace{1cm} (4.9)$$

It can be observed that the global behaviour of the error for the MUSCL method as well as for the classical multi-fluid method changes as the number of section decreases, showing an important dependence on the number of sections. On the contrary, the error for the exponential method is just slightly increased. This effect can be seen as a consequence of the ability of the improved multi-fluid method to always provide the general way of evolution of the distribution even for a few number of section whereas for the two other methods, the rebuilt
mass density using the MUSCL method or the rebuilt number density using the classical multi-fluid method introduce numerical errors, inducing different behaviours for the Sauter mean radius.

In order to show that the exponential method is able to deal with very few sections, a numerical simulation has been performed using only 3 sections (Figs. 20 and 21). At this level of discretization, the regularity of the initial condition is no more a relevant aspect and the aim of such a numerical test is to describe a limiting case.

**Figure 19.** Relative error on the first velocity moment (see (4.9)) – 10 and 50 sections.

**Figure 20.** Relative errors on mass, first velocity moment and Sauter mean radius for 3 sections.
for the second-order methods. As expected, the exponential method is the one keeping the best accuracy on every quantity tested. It can also be noted that the classical first-order method gives better results (especially for the mass density) than the second-order MUSCL method.

### 5. Conclusion

In this paper, a way to improve the classical multi-fluid model was presented. This improvement was achieved by taking into account the information on two moments of the number density function in any section. Such an approach resulted in the development of a new model for polydispersed two-phase flows constituted of three conservation equations (number density, mass density and momentum) for any section. To be able to derive the corresponding model, the shape of the number density function has to be prescribed in every section. We proposed here an approximation relying on an exponential distribution and we showed that this choice yields a robust and globally second order accurate numerical scheme that preserves the positivity of the droplet number density and satisfies a maximum principle on the mean droplet mass.

The performed numerical simulations show a real improvement compared to the classical multi-fluid method for high – as well as for very low – numbers of sections. Indeed, for high numbers of sections (for example, 50), the order of accuracy is comparable to the MUSCL method applied to the droplet number density equation. Furthermore, when a low number of sections is used, the importance of preserving two moments is emphasized since the MUSCL method does not provide better results than the classical multi-fluid method whereas the improved one does give the right trend for the evolution of the Sauter mean radius and of the remaining mass density.

The approach presented in this article can be extended to more complex phenomena such as secondary break-up and coalescence whose simulation highlights the necessity to reduce the number of sections in order to remain computationally efficient. Future works and numerical simulations will tend to achieve it.
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