THE SINGULARITY EXPANSION METHOD APPLIED TO THE TRANSIENT MOTIONS OF A FLOATING ELASTIC PLATE
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Abstract. In this paper we propose an original approach for the simulation of the time-dependent response of a floating elastic plate using the so-called Singularity Expansion Method. This method consists in computing an asymptotic behaviour for large time obtained by means of the Laplace transform by using the analytic continuation of the resolvent of the problem. This leads to represent the solution as the sum of a discrete superposition of exponentially damped oscillating motions associated to the poles of the analytic continuation called resonances of the system, and a low frequency component associated to a branch point at frequency zero. We present the mathematical analysis of this method for the two-dimensional sea-keeping problem of a thin elastic plate (ice floe, floating runway, ...) and provide some numerical results to illustrate and discuss its efficiency.
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1. INTRODUCTION

The main motivation of the present paper is the investigation of a numerical process which is able to provide quickly a reliable prediction of the transient response of a water wave problem.

The common techniques used for simulating propagation of transient waves are admittedly precise but too much time-consuming, from a numerical point of view: integral equations, Laplace transform, modal decompositions, finite difference schemes in time with absorbing boundary conditions or Perfectly Matched Layers, ... For this reason we consider an alternative to those techniques.

Considering the transient scattered wave, we can use the Prony’s algorithm. In a classical paper [35], Prony proposed a method for interpolating a time-dependent solution by complex exponentials through a series of data values at equally spaced points. The methodology consists in solving a system of linear equations for the coefficients of a difference equation satisfied by the exponential functions, and obtained the exponential functions from the roots of the polynomial with those coefficients. This technique has been successfully applied to acoustics [29], electromagnetism [36] and even for black hole [5]. But this approach is useful only when the response can be modeled by a sum of complex exponentials and we will see in the sequel that this is not the case for our system. Moreover, the Prony’s algorithm is well-known to perform poorly when the signal is embedded in noise, which imposes a drastic constraint on the numerical precision of the computation.
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Another approach is to consider the scattered wave from a frequency point of view. We consider a technique based on the notion of resonances which appears in many branches of mathematics, physics and chemistry: the so-called Singularity Expansion Method (SEM). The SEM does not provide directly the time-dependent solution of the scattering problem but its asymptotic behaviour for large time. This method is based on the analytic properties of the response as a function of the complex frequency $s$ associated to its Laplace transform (in time). The transient causal response actually appears as a path integral of the frequency response, where the path is contained in the causal Laplace half-plane $\Re(s) > 0$. If the frequency response is continued analytically into the anti-causal half-plane $\Re(s) < 0$, some singularities may appear. Then by deforming the path integral around those singularities, an approximation of the time dependent solution is determined. The singularities are of two kinds for our sea-keeping problem: poles of the analytic continuation, called resonances, and a branch point at $s = 0$ linked to the logarithmic singularity of the Green’s function of the problem. The SEM consists then in considering the sum of a discrete superposition of exponentially damped oscillating modes, corresponding to residues associated to resonances, and an integral component associated to the integration along the branch cut ($\mathbb{R}^-$) originating from $s = 0$. The error made with the SEM-approximation is exponentially decreasing in time.

Methods of analytic continuation have been extensively studied during the last 20 years as well from a mathematical analysis viewpoint as a numerical viewpoint. The different techniques can be collected in three families: integral representation [3, 24, 26, 34] (using a Green’s function), series expansion [17] (by separation of variables) and analyticity dilation [2, 6] (complex scaling). The two first approaches reduce the extraction of resonances to the solution of a non-linear eigenvalue problem and the third approach, to a linear one. In the present paper the analytic continuation following is performed by using an integral representation coupled with a variational approach and the resonances are extracted by searching the roots of matrix determinant.

The SEM approach was emphasized early from a theoretical point of view by Lax and Phillips [25] in 1969 for the scalar wave equation outside a bounded obstacle. They used their celebrated semi-group, which provides a connection between the stationary and the time-dependent states, and proved an expansion of the scattered waves for large time in odd dimensions and for non-trapping obstacles. Vainberg [42] obtained later the same results but with more direct arguments. Recently Burq, Tzeng and Zworski [9, 39] generalized the initial works by Lax and Phillips to even dimensions and trapping obstacles. Far from those theoretical works the SEM was originally devised from a numerical point of view by Baum [7] in the 70’s to locate and discriminate objects by means of electromagnetic waves. Since the 1970’s the SEM gave rise to many works essentially from a numerical point of view. The different works are mostly concerned with scalar electromagnetic and acoustic wave fields [15, 24, 31, 33, 40]. Even a physical interpretation of the SEM has been mentioned in term of creeping waves in [41]. In hydrodynamics the first application of the SEM was proposed in 1970 by Maskell and Ursell [30] for the sea-keeping of a half-immersed horizontal circular cylinder. They showed numerically that the vertical displacement appears as the sum of a damped harmonic motion, corresponding to a single pole, and a very small motion. Their approach does not yield any information about the fluid motion. We shall see here how the resonant modes provide this information. More recently Meylan [32] used the SEM to derive the solution of time-dependent motions of thin plate on shallow water (1D model). In this situation, no low-frequency motion occurs and a very good agreement between the transient motions and its polar approximation is observed. Also worth mentioning are the works by Schäfer and Konyoumjian [37] and, Felsen and Heyman [14]. Schäfer and Konyoumjian developed a functional interpolation between large (SEM approach) and short (high frequency asymptotic expansion or series decomposition) time-asymptotic solutions to determine the response for all time. Felsen and Heyman proposed with the same aim a hybrid method coupling the SEM and optical geometric tools respectively for low and high frequencies propagation phenomena.

The present paper is devoted to the mathematical analysis and the numerical study of the SEM applied to the two-dimensional sea-keeping problem of a thin elastic plate. This problem can model an ice floe or a floating runway. The paper is organized as follows. We start in Section 2 by introducing the linearized equations describing the small motions of our scattering problem and a general description of the principle of the SEM. In Section 3 we describe the mathematical analysis which leads to the proper functional framework for the application of the SEM and guides our numerical approach. Further details may be found in Loret [28].
including a mathematical analysis in the three-dimensional case. Finally in Section 4 we deal with the tools for the numerical implementation and provide some numerical results.

2. The 2D sea-keeping problem and the principle of the SEM

2.1. The 2D sea-keeping problem

We consider the two-dimensional motions of a thin elastic plate floating at the free surface of an inviscid perfect fluid whose motion is assumed irrotational. We denote \( \Omega := \{(x, y) \in \mathbb{R}^2 \colon y < 0\} \) the half-space filled by the water at rest. Its boundary \( \partial \Omega := \{(x, y) \in \mathbb{R}^2 \colon y = 0\} \) consists in two subdomains: \( P \) the domain filled by the plate and \( F \) the (fluid) free surface. Let the constants \( \beta \) and \( \gamma \) denote respectively flexibility and mass per unit length of the plate.

We present here a non-dimensional expression of the linearized equations which model the small motions of our system. It involves the acceleration potential \( \Phi \) (in fact its opposite) and \( \eta \) which denotes as well the vertical displacement of the free surface as the one of the plate. We choose the acceleration potential instead of the usual velocity potential (the former is the time-derivative of the latter) so that our formulation involves only second order time-derivative. In the fluid domain we use the standard hydrodynamic equations (see e.g. [43]). The motion of the plate is described by the Kirchhoff-Love’s model (see [11]). The time-dependent linearized sea-keeping problem consists in finding a pair \((\eta, \Phi)\) solution at every time \( t > 0 \) to the following coupled equations:

\[
\begin{align*}
\Delta \Phi &= 0 \quad \text{in } \Omega, \\
\partial_t^2 \eta + \partial_y \Phi &= 0 \quad \text{on } \partial \Omega, \\
-\Phi + \eta &= 0 \quad \text{on } F, \\
-\Phi + \eta + \beta \partial_x^4 \eta - \gamma \partial_y \Phi &= 0 \quad \text{on } P, \\
\partial_x^2 \eta &= 0 = \partial_x^3 \eta \quad \text{on } \partial P,
\end{align*}
\]

as well as suitable initial conditions

\[ \eta(0) = \eta_0 \quad \text{and} \quad \partial_t \eta(0) = \eta_1 \quad \text{on } \partial \Omega. \]

2.2. The principle of the SEM

We give in the sequel a general but formal presentation of the SEM following [16]. To this aim consider an abstract problem which consists in finding \( u(t) \), a causal \((u(t) = 0 \ \forall t < 0\) distribution of time with values in a complex Hilbert space \( \mathcal{H} \), such that\(^1\)

\[
d_t^2 u + A u = f \quad \forall t \in \mathbb{R}. \tag{2}
\]

The right hand side \( f \) of (2) takes into account the initial conditions as follows

\[ f(t) := u(0) \otimes d_t \delta(t) + d_t u(0) \otimes \delta(t) \]

\(^1\)Our sea-keeping problem enters this abstract framework (see [28]).
where $\delta$ denotes the Dirac measure at $t = 0$. The operator $A$ is assumed positive and self-adjoint in $\mathcal{H}$.

Consider the Laplace transform of $u(t)$ (which makes the link between the time domain and the frequency domain) formally defined by

$$u(t) \mapsto \hat{u}(s) = \mathcal{L}(u) := \int_{0}^{+\infty} e^{-st} u(t) \, dt, \quad \text{with } s \in \mathbb{C} \text{ such that } \Re(s) > 0.$$ 

Applying the Laplace transform to (2), which amounts to diagonalizing the time-derivative operator\(^2\), yields

$$(s^2 + A) \hat{u}(s) = \hat{f}(s) \iff \hat{u}(s) = R(-s^2) \hat{f}(s).$$

The operator $R(\zeta) := (A - \zeta)^{-1}$, called the resolvent of $A$, is defined everywhere in the complex $\zeta$-plane except on the spectrum of $A$ (contained in $\mathbb{R}^+$). As a consequence, $R(-s^2)$ is well defined since $-s^2 \not\in \mathbb{R}^+ (\Re(s) > 0)$. The inverse Laplace transform allows then to obtain the transient solution as follows:

$$u(t) = \mathcal{L}^{-1}(\hat{u}) := \frac{1}{2\pi i} \int_{s_0+i\mathbb{R}} e^{st} R(-s^2) \hat{f}(s) \, ds, \quad \text{with } s_0 > 0$$

(in all generality $s_0$ is such that the contour integration is to the right-hand side of any singularities of $\hat{u}$). The independence of this last expression with respect to $s_0 > 0$ is a consequence of the analyticity of the resolvent with respect to $\zeta = -s^2$ in $\mathbb{C} \setminus \mathbb{R}^+$. What happens to the expression (3) when the integration path $s_0 + i\mathbb{R}$ moves from the causal half plane $\Re(s) > 0$, in which the resolvent $R(-s^2)$ is analytic, toward the anti-causal half-plane $\Re(s) < 0$? The response is a new way to numerically evaluate (3) called SEM. This approach, moving to anti-causal half-plane, is potentially numerically interesting because it can lead to a good approximation of the continuous representation (3) of $u$ with a discrete superposition of exponentially damped oscillating modes: this is the main object of the paper. Figure 1 shows that the displacement of the integration path produces in the spectral $\zeta$-plane a succession of parabolas which pinch progressively the spectrum $\text{Spec}(A)$ of $A$. And equation (3) tells us that the SEM requires to exhibit the analytic continuation of $R(\zeta) \hat{f}(s)$ through the spectrum of $A$. Since $\hat{f}(s) := s u(0) + d_t u(0)$ is an entire function then only the analytic continuation $R(\zeta)$ is needed.

Assume the resolvent extends in the whole complex $s$-plane except near isolated singularities which can be of two kinds: poles of the extension, called resonances, and branch points. By virtue of the self-adjointness of $A$ the distribution of the singularities in the complex $s$-plane is symmetric with respect to the real $s$-axis. Applying the residue theorem to expression (3) and assuming a vanishing contribution from the closing contour of the deformation path at infinity ($|s| = \infty$) yields (see [40] for an alternative approach taking into

\(^2\)A rigorous definition of the Laplace transform requires to introduce the notion of vector-valued distributions with values in a Banach space. For the sake of clarity we do not call to mind this mathematical aspect (see Dautray-Lions [13]).

\(^3\)The method which consists in diagonalizing the operator $A$ in order to solve the transient problem (2) is the so-called Generalized Eigenfunction Expansions, see e.g. Hazard and Loret [18] as well as references therein.
account a non vanishing high frequency behavior)

\[ u(t) = u_{\text{poles}}(t) + u_{\text{cut}}(t) + u_{\text{rem}}(t) \]  

(4)

with

\[ u_{\text{poles}}(t) := \sum_{\nu_k \in \{ \xi \in \mathbb{C}; \Re(\xi) > s_o \}} \frac{1}{2\pi i} \int_{\mathcal{C}_k} e^{st} \mathcal{R}(-s^2) \hat{f}(s) \, ds = \sum_k c_k(t) e^{\nu_k t}, \]

\[ u_{\text{cut}}(t) := \frac{1}{2\pi i} \int_{\mathcal{C}_{\text{Cut}}} e^{st} \mathcal{R}(-s^2) \hat{f}(s) \, ds, \]

\[ u_{\text{rem}}(t) := \frac{1}{2\pi i} \int_{\mathcal{C}_{\text{Rem}}} e^{st} \mathcal{R}(-s^2) \hat{f}(s) \, ds = O(t^{s-o}) \text{ as } t \to +\infty, \]

where \( \int_{\mathcal{C}_k} \) denotes the integration along a closed path enclosing a single pole \( \nu_k \) and \( c_k(t) e^{\nu_k t} \) denotes the residue of \( e^{st} \mathcal{R}(-s^2) \hat{f}(s) \) associated to \( \nu_k \). Notice that when \( \nu_k \) is a simple pole then \( c_k \) is constant in time.

The polar component \( u_{\text{poles}} \) represents a discrete superposition of exponentially damped oscillating modes. The remainder term \( u_{\text{rem}} \) more decreasing than each element of \( u_{\text{poles}} \) is neglected by the SEM: the time-asymptotic behavior of \( u(t) \) is obtained by considering only the polar component \( u_{\text{poles}} \) and the integral component \( u_{\text{cut}} \) in the decomposition (4).

The fact of “neglecting” the remainder term has no general theoretical base which could estimate the time required for doing that. In fact the question of time delay is central. Indeed, consider the acoustic wave propagation in the three-dimensional free space. It is well-known that the Green’s function is an entire function of the Laplace variable. This induces that the analytic continuation of the resolvent has no singularity at all in that case and amounts to saying that \( u(t) = u_{\text{rem}}(t) \). And for large time we know on the one hand from the Huygens’ principle that locally in space \( u_{\text{rem}}(t) = 0 \) and on the other hand the SEM gives us \( u(t) \simeq 0 \). This example, which has no practical interest clearly, simply tells us that the SEM approximation is valid for large enough time and locally in space.

### 3. The Resolvent and Its Analytic Continuation

The first step for the application of the SEM consists in applying the Laplace transform in time to equations (1). Then we have to exhibit the analytic continuation of the resolvent of our problem, i.e. the operator which describes the resolution of equations (1) after application of the Laplace transform in time, to the left complex half-plane (anti-causal half-plane).

The analytic continuation is performed by using in Section 3.1 an integral representation of the Laplace transform of \( \Phi \). This approach analogous to that in [17] allows to reduce the Laplace transform of (1) to
a variational Fredholm equation defined on the plate domain. From a theoretical point of view, Steinberg’s theorem [38] will provide in Section 3.3 the analytic continuation from this formulation by means of that of the Green’s function of the free problem (that is the same problem without the plate). This formulation is also well adapted for a numerical computation of the resolvent and its singularities.

3.1. The reduced problem

As mention above, consider the Laplace transform of equations (1):

\[ \Delta \hat{\Phi} = 0 \quad \text{in } \Omega, \]
\[ \partial_y \hat{\Phi} + s^2 \hat{\eta} = s \eta_0 + \eta_1 =: \hat{f} \quad \text{on } \partial \Omega, \]
\[ - \hat{\Phi} + \hat{\eta} = 0 \quad \text{on } F, \]
\[ - \hat{\Phi} + \beta \partial_4 \hat{\eta} - \gamma \partial_y \hat{\Phi} = 0 \quad \text{on } P, \]
\[ \partial_2 \hat{\eta} = 0 = \partial_3 \hat{\eta} \quad \text{on } \partial P. \]

From now on we omit the symbol \( \hat{\text{symbol}} \) without ambiguity. We use the well-known Green’s function of the free problem (see [23, 43]) to obtain an (implicit) integral representation of the acceleration potential \( \Phi \). We denote this Green’s function \( G_s(X, X') \) where \( X = (x, y) \) and \( X' = (x', y') \in \Omega, s \in \mathbb{C} \) such that \( \Re(s) > 0 \) and the Green’s function is given by

\[ G_s(X, X') = e^{-s^2 w} + \frac{1}{2\pi} \ln \left[ \frac{z - z'}{z - z'} \right] + e^{-s^2 w} E_1(-s^2 w) + e^{-s^2 w} E_1(-s^2 w) \]

where \( z := x + iy \), \( z' := x' + iy' \), \( w := y + y' + |x - x'| \) and \( E_1 \) denotes the exponential integral function (see [1]). Note that when a function \( \varphi \) satisfies the following problem

\[ \begin{align*}
\Delta \varphi &= 0 \quad \text{in } \Omega, \\
\partial_y \varphi + s^2 \varphi &= h \quad \text{on } \partial \Omega,
\end{align*} \]

where the given function \( h \) is assumed to have a compact support in \( \partial \Omega \), then \( \varphi \) admits an integral representation given by

\[ \varphi(X') = \int_{X \in \partial \Omega} G_s(X, X') h(X) dX, \forall X' \in \Omega. \]

Let us define from now on the following notation: let \( \Gamma \) be a subset of \( \mathbb{R}^2 \), then \( \ast \) denotes the convolution product on \( \Gamma \). This allows to rewrite \( \varphi \) such as that

\[ \varphi(X') = G_s \ast h(X'), \forall X' \in \Omega. \]

Now using equations (5a) and (5b) together with the Green’s function we obtain:

\[ \Phi = s^2 G_s \ast (\Phi|_{\partial \Omega} - \eta) + G_s \ast f(s) \quad \text{in } \Omega. \]

The integral representation (7) together with (5c) show that \( \Phi \) is completely determined in \( \Omega \) from the knowledge of \( \psi := \Phi|_{P} - \eta|_{P} \) which satisfies

\[ \psi = s^2 G_s \ast \psi + G_s \ast f(s) - \eta \quad \text{on } P. \]
Finally we obtain that solving equations (5) amounts to solving the following coupled problem defined on the bounded domain $P$ and which comes from (8) and (5d):

\begin{align}
\eta + \psi - s^2 G_s \ast \psi &= G_s \ast f \quad \text{on } P, \\
\beta \partial_s^2 \eta - \psi + \gamma s^2 \eta &= \gamma f \quad \text{on } P
\end{align}

(9a) (9b)

together with the limit conditions (5e).

The aim of what follows will be to exhibit the proper functional framework in which the problems (5) and (9)-(5e) are well-posed and equivalent.

3.2. Functional framework

Let us first remark that $\eta_F$ is determined by (5c) as soon as the potential $\Phi$ is known. For this reason we discard $\eta_F$ from the set of unknowns and we denote the restriction $\eta_P$ simply by $\eta$ in the sequel.

**Theorem 3.1.** Let $f \in L^2(\partial\Omega)$ a compactly supported given function. Then problem (5) is well-posed in $H^2(P) \times W(\Omega, F)$ assuming $\Re(s) > 0$, with

$$W(\Omega, F) := \{ \Psi ; \tau \Psi \in L^2(\Omega), \ \Psi|_F \in L^2(F) \ \text{and} \ \nabla \Psi \in (L^2(\Omega))^2 \},$$

$$\tau(X) := (1 + \|X\|^2)^{-1/2} \left( \ln(2 + \|X\|^2) \right)^{-1}.$$

**Proof.** Put $\eta = \lambda \tilde{\eta}$ where $\lambda \in C \setminus \{0\}$ will be precised in the sequel. Consider the following variational formulation of equations (5)

$$\begin{align*}
\text{Find } u = (\tilde{\eta}, \Phi) \text{ such that for all } v.g. = (\mu, \Psi) \\
a(u, v.g.) = \frac{1}{\lambda s^2} \int_{\partial\Omega} f \nabla \Psi - \gamma \int_P f \nabla \Phi
\end{align*}
(10)
$$

where

$$a(u, v.g.) := \frac{1}{\lambda s^2} \left( \int_{\Omega} \nabla \Phi \cdot \nabla \Psi + s^2 \left[ \int_F \Phi \nabla \Psi + \lambda \int_P \tilde{\eta} \nabla \Psi \right] \right. \\
- \left. \left( \beta \lambda \int_P \partial_s^2 \tilde{\eta} + (1 + \gamma s^2) \lambda \int_P \tilde{\eta} \nabla \Phi - \int_P \Phi \nabla \tilde{\eta} \right) \right).$$

We are going to establish the coercivity of the sesquilinear form $a(\cdot, \cdot)$ in the Hilbert space $H^2(P) \times W(\Omega, F)$.

$$\Im m \ a(u, u) = -\Im m(\lambda s^2) \left[ \gamma \|\tilde{\eta}\|_P^2 + \frac{1}{\lambda s^2} \|\nabla \Phi\|_{L^2}^2 \right] \\
- \Im m(\lambda) \left[ \beta \|\partial_s^2 \tilde{\eta}\|_P^2 + \|\tilde{\eta}\|_P^2 + \frac{1}{\lambda s^2} \|\Phi\|_F^2 \right]$$

where $\| \cdot \|_G$ denotes the norm in $L^2(G)$. Put $\lambda = \exp(i\theta)$ with $\theta \in [0, \pi - \arg(s^2)]$ when $\Im m(s) \geq 0$ and $\theta \in [-\pi - \arg(s^2), 0]$ when $\Im m(s) < 0$ (which has a sense since $|\arg(s^2)| \neq \pi$), then $\Im m(\lambda)$ and $\Im m(\lambda s^2)$ have the same sign. As a consequence

$$|a(u, u)| \geq m \left[ \|\nabla \Phi\|_{L^2}^2 + \|\Phi\|_F^2 + \|\tilde{\eta}\|_P^2 + \|\partial_s^2 \tilde{\eta}\|_P^2 \right]$$

where $m = \min \left\{ |\Im m(\lambda s^2)|, |\Im m(\lambda)| \right\}$ min $\left\{ 1/|s|^4, \beta, 1 \right\}$.

Now the convexity inequalities of the Hilbert space $H^2(P)$, see Dautray-Lions [12], and the work by Amrouche [4] show respectively that $\| \cdot \|_P^2 + \|\partial_s^2 \cdot \|_P^2$ and $\| \nabla \cdot \|_H^2 + \| \cdot \|_F^2$ define a norm in $H^2(P)$ and $W(\Omega, F)$ respectively.
equivalent to the graph norm. So \(a(\cdot, \cdot)\) is coercive in \(H^2(P) \times W(\Omega, F)\). The statement of the theorem follows from Lax-Milgram’s theorem.

Now we derive from equations (9)-(5e) of the reduced problem, the following variational formulation:

Find \(u = (\eta, \psi)\) such that for all \(v.g. = (\mu, \phi)\)

\[
\int_P (\psi + \eta - s^2 G_s \ast \psi) \phi + \int_P (\gamma s^2 \eta - \psi) \varphi + \beta \int_P \partial_2^2 \eta \partial_2 \varphi \\
= \int_P (G_s \ast f) \phi + \gamma \int_P f(s) \varphi.
\]

(11)

**Theorem 3.2.** Let \(f\) belong to \(L^2(\partial \Omega)\) with compact support. Consider the pair \((\eta, \Phi) \in H^2(P) \times W(\Omega, F)\) solution to (5). Then the pair \((\eta, \psi)\), with \(\psi := \Phi|_P - \eta\), is solution to (11) in \(H := H^2(P) \times L^2(P)\). Conversely a pair \((\eta, \psi) \in H\) solution to (11) extends to a solution \((\eta, \Phi)\) to (5) in \(H^2(P) \times W(\Omega, F)\) where \(\Phi\) is defined by

\[
\Phi := s^2 G_s \ast \psi + G_s \ast f.
\]

(12)

**Proof.** The statement of the theorem is a direct consequence of Section 3.1 and the fact that for all \(h \in L^2(\partial \Omega)\), the convolution product \(G_s \ast h\) defines the variational solution to (6) in \(W(\Omega, \partial \Omega)\). This result is deduced from the properties of the Green’s function \(G_s\), see Loret [28] for details.

3.3. Fredholm context and Steinberg’s theorem

We are going to show that the variational formulation (11) falls within the Fredholm alternative which is a good framework both from a mathematical point of view, to exhibit the analytic continuation and for a Galerkin discretization. We will deduce from Theorem 3.4 that the computation of poles of the analytic continuation reduces to the resolution of a nonlinear eigenvalue problem. An application of the results in [38] (embedded in a more general framework in the book by Kato [19]) will provide in Section 3.4 an explicit expression for the computation of residues.

Consider the following rewriting of (11) where we choose in \(H^2(P)\), for convenience, the norm

\[
\sqrt{||\cdot||_P^2 + \beta ||\partial_2^2 \cdot||_P^2}
\]

equivalent to the standard norm (cf. proof of Thm. 3.1)

Find \(u = (\eta, \psi) \in H\) such that

\[
(I + K(s))u = L(s, f)
\]

(13)

with for all \(v.g. = (\mu, \varphi) \in H\)

\[
(K(s)u, v.g.)_H := (\eta, \varphi) + ((\gamma s^2 - 1) \eta - \psi, \mu) - s^2 (G_s \ast \psi, \varphi),
\]

(14)

\[
(L(s, f), v.g.)_H := (G_s \ast f, \varphi) + \gamma (f, \mu),
\]

where \((\cdot, \cdot)\) denotes the scalar product of the Hilbert space \(L^2(P)\) and \((\cdot, \cdot)_H\) that of \(H\).

**Proposition 3.3.** The operator \(K(s)\) is compact on \(H\).

**Proof.** First of all we rewrite the operator \(K(s)\). Let \(E_1\) and \(E_2\) be two operators from \(H\) to \(L^2(P)\) defined by \(E_1 v.g. := \mu\) and \(E_2 v.g. := \varphi\) for all \(v.g. = (\mu, \varphi) \in H\). Let \(T(s)\) be the integral operator from \(L^2(P)\) to \(L^2(P)\) defined by

\[
T(s)\varphi := (G_s \ast \varphi)|_P.
\]
The operator $K(s)$ can be then written
\[ K(s) = E^* E_1 - s^2 E^*_2 T(s) E_2 + E^*_1 \left[ (\gamma s^2 - 1) E_1 - E_2 \right]. \]

Now from the theorem of Rellich-Kondrachov, the operator $E_1$ is compact. Concerning the integral operator $T(s)$, its kernel $G_s$ is $L^2$-integrable on $P \times P$ since the Green’s function can be rewritten as follows (see e.g. [28])
\[ G_s((x,0),(x',0)) = -\frac{\cos(s^2|x-x'|)}{\pi} \ln(s^2|x-x'|) + E(s^2|x-x'|) \tag{15} \]
where $E$ is an entire function. As a consequence $T(s)$ is a Hilbert-Schmidt operator and so in particular a compact operator, see e.g. [8]. The statement of the proposition then follows. □

We now deal with the meromorphic continuation of the resolvent of our problem.

**Theorem 3.4.** The operator $(\mathcal{I} + K(s))^{-1}$ extends analytically to $\mathbb{C} \setminus \mathbb{R}^-$ except near isolated singularities which are on the one hand poles of the extension, with finite multiplicity, and on the other hand a branch point at $s = 0$.

**Proof.** First of all note that the analyticity of $K(s)$ with respect to $s$ is equivalent to the analyticity of $(K(s)u, v.g.)_{\mathcal{H}}$ for all $u$ and e.g. in $\mathcal{H}$, see e.g. [19]. Now from (14) and the expression (15) of the Green’s function, $K(s)$ is clearly analytic in $\mathbb{C} \setminus \mathbb{R}^-$ with a logarithmic singularity at $s = 0$ (or analytic on the Riemann surface associated to the logarithm).

Since $K(s)$ is compact on $\mathcal{H}$ from Proposition 3.3, Steinberg [38] gives us the following alternative:
(i) either $\mathcal{I} + K(s)$ is not invertible for all $s \in \mathbb{C} \setminus \mathbb{R}^-$;
(ii) either $(\mathcal{I} + K(s))^{-1}$ is meromorphic in $\mathbb{C} \setminus \mathbb{R}^-$ and its singularities correspond to values $s \in \mathbb{C} \setminus \mathbb{R}^-$ for which $-1$ is an eigenvalue of $K(s)$.

Now from Theorem 3.2 our problem (13) falls within the case (ii), the statement of the theorem then follows. □

The poles of $(\mathcal{I} + K(s))^{-1}$ (which appears for a denumerable set) are named resonances of our problem. Those complex numbers are the solutions to the following non linear eigenvalue problem:

\[ \text{Find } \nu \in \mathbb{C} \setminus \mathbb{R}^-, \Re(\nu) \leq 0, \text{ and } u = (\eta, \psi) \in \mathcal{H} \setminus \{0\} \text{ such that } (\mathcal{I} + K(\nu)) u = 0. \tag{16} \]

**3.4. Computation of residues**

We are now dealing with the calculation of the residue of the solution $u(s) = (\mathcal{I} + K(s))^{-1} L(s)$ at a resonance $\nu$ of order 1, that is in a neighborhood of $\nu$

\[ (\mathcal{I} + K(s))^{-1} = \sum_{n=-1}^{+\infty} B_n (s - \nu)^n \text{ where } B_{-1} \neq 0. \]

To this aim, we search an explicit expression of the term $u^{(-1)}$ of the Laurent expansion of $u(s)$ in the vicinity of $\nu$

\[ u(s) = \sum_{n=-1}^{+\infty} (s - \nu)^n u^{(n)}. \]
Ansatz. Let us remark that no general result on the multiplicity of the eigenvalues of $K(\nu)$ is known for the present. Nevertheless many results in the literature let’s think that it is quite reasonable to assume a generic simplicity of the resonances [20]. For this reason we make the following ansatz which will be confirmed by the numerical computation of (18):

Assume the eigenvalue $-1$ of $K(\nu)$ is simple.

Let $w_r$ and $w_l$ be two vectors (right and left eigenvectors) such that $\ker(I + K(\nu)) = \text{Span}\{w_r\}$, $\ker(I + K^*(\nu)) = \text{Span}\{w_l\}$ and $(w_r, w_l)_\mathcal{H} = 1$. Then the eigenprojection $P(\nu)$ associated to the eigenvalue $-1$ of $K(\nu)$ writes

$$P(\nu) \text{v.g.} = (v.g., w_l)_{\mathcal{H}} w_r.$$

Theorem 3.5. Assume $\nu$ is a resonance and $-1$ is a simple eigenvalue of $K(\nu)$. If $P(\nu) K^{(1)} w_r \neq 0^4$, then the residue writes

$$u^{(-1)} = \frac{(L(\nu), w_l)_{\mathcal{H}}}{(K^{(1)} w_r, w_l)_{\mathcal{H}}} w_r$$

where the eigenvalue $\lambda(s)$ of $K(s)$ writes for small $|s - \nu| \neq 0$

$$\lambda(s) = -1 + (s - \nu)\lambda^{(1)} + O(s - \nu) \quad \text{with} \quad \lambda^{(1)} \neq 0 \quad \text{and}
$$

$$K(s) = \sum_{n=0}^{\infty} (s - \nu)^n K^{(n)}.$$ 

Proof. This is a particular formulation of a result obtained by Steinberg [38] which states that

$$(I + K(s))^{-1} = \frac{P(\nu)}{(s - \nu)\lambda^{(1)}} + U(s)$$

where $U(s)$ is analytic at $\nu$,

$$U(v) = (I + K(v))^{-1} (I - P(v)),$$

and $\lambda^{(1)} \neq 0$ is given by

$$\lambda^{(1)} = \text{tr}[K^{(1)} P(\nu)] = (K^{(1)} w_r, w_l)_{\mathcal{H}}.$$ 

So we obtain finally, since $L(s)$ is analytic, that the residue writes:

$$u^{(-1)} = \frac{P(\nu) L(\nu)}{\lambda^{(1)}} \frac{L(\nu), w_l}_{\mathcal{H}} = \frac{(L(\nu), w_l)_{\mathcal{H}}}{(K^{(1)} w_r, w_l)_{\mathcal{H}}} w_r. \quad \square$$

4. Numerical implementation

The numerical implementation is performed as follows. The computation of a numerical approximation of the resolvent is the first stage to be accomplished. This yields in particular the possibility to compute the response of our problem by using the inverse Laplace transform in the right complex half-plane (this will be a way to obtain a reference solution). The integration of the resolvent along a path in the left complex half-plane provides the integral component of the SEM. Then we use a method of determination of resonances which consists in combining Rouche’s theorem (based on the Cauchy’s integral, see Knopp [21]) and the iterative Newton-Raphson’s method. Finally the computation of residues is drawn from Section 3.4.

---

4That is $-1$ is not a degenerate eigenvalue.
4.1. Numerical approximation of the resolvent

Consider first a subdivision \( \{x_k, 1 \leq k \leq N\} \) of the plate \( P := [-1, +1] \) where \(-1 =: x_1 < x_2 < \ldots < x_{N-1} < x_N := 1\). The chosen scheme of discretization consists in coupling two techniques. A discretization by the Lagrange finite element basis \( \{w_J\} \) of order 1 for \( \psi \) and a modal discretization of the vertical displacement \( \eta \) of the plate composed of free natural modes\(^5\) \( w_\mu \) of the plate, \( i.e. \) the eigenfunctions of \( \beta \partial_x^4 + I \) satisfying the limit conditions (5e). Those modes are obtained analytically either as a rigid mode \( ax + b \) with \((a, b) \in \mathbb{R}^2\), associated to the eigenvalue \( \lambda_1 = 1 \), or as a linear combination of \( \cos(\alpha_x x), \sin(\alpha_x x), \cos h(\alpha_x x) \) and \( \sin h(\alpha_x x) \). The coefficients \( \alpha_\nu \) represent the solutions to the dispersion equation \( \tan(\alpha) = \pm \tan h(\alpha) \). The associated eigenvalues write \( \lambda_\nu = \beta \alpha_\nu^4 + 1 \).

The discretization of the variational formulation (11) then yields the following matrix system:

\[
(J_h + K_h(s)) \begin{pmatrix} \eta_h \\ \psi_h \end{pmatrix} = L_h(s)
\]

with

\[
J_h := \begin{bmatrix}
\beta \left( \partial_x^2 w_\nu, \partial_x^2 w_\mu \right) + \left( w_\nu, w_\mu \right) & 0 \\
0 & \left( w_j, w_1 \right)
\end{bmatrix},
\]

\[
L_h(s) := \begin{bmatrix}
\gamma \left( w_j, w_\mu \right) & 0 & \left( f_h \right) \\
0 & \left( G_s * w_j, w_1 \right) & \left( f_h \right)
\end{bmatrix},
\]

\[
K_h(s) := \begin{bmatrix}
(\gamma s^2 - 1) \left( w_\nu, w_\mu \right) & -\left( w_j, w_\mu \right) \\
\left( w_\nu, w_1 \right) & -s^2 \left( G_s * w_j, w_1 \right)
\end{bmatrix}.
\]

The matrix \( J_h \) is obviously symmetric and positive definite. Exactly as in the continuous case the matrix \( K_h(s) \) and the vector \( L_h(s) \) are holomorphic and our discrete problem extends analytically in \( \mathbb{C} \setminus \mathbb{R}^+ \). The vector \( \eta_h \) denotes the coordinates of \( \eta \) in \( \{w_\mu\} \), and \( \psi_h \) and \( f_h \) those of \( \psi \) and \( f \) in \( \{w_j\} \). All the terms of \( J_h \), \( K_h(s) \) and \( L_h(s) \) are obtained classically by using a numerical quadrature formula except those involving the Green’s function: we used a Gauss-Legendre numerical integration formula. Indeed, the Green’s function has a logarithmic singularity which requires a special treatment. In fact we have established an analytic formula for the extraction of the singularity of terms involving the kernel \( G_s \), inspired from an original work by Marc Lenoir, see [28]. We can also mention that in the 3D case the same results are demonstrated with the same logarithmic behaviour of the Green’s function, see Loret [28].

4.2. Computation of resonances and resonant states

The calculation of resonances is carried out in two steps by using the characterization (16).

We start with a first approximation of resonances (a initial guess) which insures we are missing none of them in a given region. The technique we use for that is based on Rouché’s theorem and consists in looking for zeros of the determinant \( \det(J_h + K_h(s)) \) considered as an analytic function of the complex parameter \( s \). Consider a closed contour \( 'C' \) in the complex \( s \)-plane that does not intersect the negative \( s \)-axis. The theory of complex

---

\(^5\)There are of course other possibilities to discretize the vertical displacement of the plate: for example the Hermite finite element. The main advantage of our choice is the possibility to extend easily our work to the 3D case.
variable tells us that
\[
\frac{1}{2i\pi} \int_{C} s^k \frac{\det(J_h + K_h(s))}{d_s \det(J_h + K_h(s))} ds = \sum_{j=1}^{n} v_j^k =: \sigma_k
\]
where \(v_j, j = 1 \ldots n\), are all the zeros of \(\det(J_h + K_h(s))\) which lie in the interior of \(C\) (a multiple zero is counted according to its multiplicity). With \(k = 0\) we obtain the number of resonances in the given region. By Newton’s identity (see [10]) one may construct a polynomial \(P_n\) which has the \(v_j\) as roots from the knowledge of the \(\sigma_k\), \(k = 1 \ldots n\).

**Remark 4.1.** In order to avoid the ill-conditioning of the determination of the roots of the polynomial \(P_n\) we subdivide if necessary the given region into smaller ones to consider a number \(n\) of resonances small enough\(^7\).

The evaluation of the integral (18) requires the computation of the logarithmic derivative of \(\det(J_h + K_h(s))\). We use here a technique based on an analytic differentiation of the LU-algorithm described in [24]. This technique allows to compute the logarithmic derivative of \(\det(J_h + K_h(s))\) without computing neither \(\det(J_h + K_h(s))\) nor its \(s\)-derivative from the knowledge of \(J_h + K_h(s)\) and \(d_s K_h(s)\). Note that \(d_s K_h(s)\) is easily deduced (cf. equation (14)) from \(d_s G_s\) which is known analytically.

The second step refines the primary approximation of resonances, obtained in the first step, by solving the discretized version of the nonlinear eigenvalue problem (16):

\[
\text{Find } v \in \mathbb{C} \setminus \mathbb{R}^-, \Re(v) \leq 0, \text{ and } u_h = (\eta_h, \psi_h)^t \neq 0 \text{ such that } (J_h + K_h(v))u_h = 0.
\]

To solve this problem we use the iterative Newton-Raphson’s method combined with the inverse power method. The Newton-Raphson’s method consists in an approximation of the fixed points of the \(s - \mu_h(s)/d_s \mu_h(s)\) where \(\mu_h(s)\) is the smallest eigenvalue of \(J_h + K_h(s)\). Using the previous computation of \(v_j\) as initial guesses, this yields the resonances with a better precision. Assuming the eigenvalue \(\mu_h(s)\) simple, the inverse power method provides an approximation of both \(\mu_h(s)\) and its associated eigenvector. A resonant state is nothing else but the eigenvector associated to a resonance. It remains now to explain the computation of the \(s\)-derivative \(d_s \mu_h(s)\).

Let us define \(W_r(s)\) and \(W_l(s)\) respectively the right and left eigenvectors by

\[
K_h(s) W_r(s) = (\mu_h(s) - 1) J_h W_r(s) \quad \text{and} \quad W_l^*(s) K_h(s) = (\mu_h(s) - 1) W_l^*(s) J_h.
\]

Then we deduce from (20) that

\[
d_s \mu_h(s) = \frac{W_l^*(s) d_s K_h(s) W_r(s)}{W_l^*(s) J_h W_r(s)}.
\]

---

\(^6\)This will be a way to verify our assumption on the simplicity of the computed eigenvalues.

\(^7\)We looked for other alternatives which do not require to subdivide the given region to limit the degree of the polynomial. Tien-Yen Li described in his paper [27] a stable method based on homotopy continuation to find all solutions to

\[
\begin{align*}
v_1 + v_2 + \ldots + v_n &= \sigma_1 \\
v_1^2 + v_2^2 + \ldots + v_n^2 &= \sigma_2 \\
& \vdots \\
v_1^n + v_2^n + \ldots + v_n^n &= \sigma_n
\end{align*}
\]

without constructing the polynomial \(P_n\). The method used reduces the resolution of (19) to the resolution of a ordinary differential equation. Another possibility developed by Kravanja and Van Barel [22] consists in computing separately the distinct zeros and their multiplicity. The first step makes a calculation of the zeros solving a generalized eigenvalue problem. Then the respective multiplicity are obtained simply in solving a Vandermonde system. Unfortunately those methods which are really interesting when we consider a path \(C\) enclosing several resonances, say more than 4, need an accurate calculation of the quantities \(\sigma_k\) and this computation in our case is highly time consuming.
4.3. Computation of residues

We need here to Now for the computation of the residue of the solution of our matrix problem in the vicinity of a resonance \( \nu_j \), the result we have obtained in Section 3.4 can be directly applied here and yields

\[
\begin{pmatrix}
\eta_h^{(-1)} \\
\psi_h^{(-1)}
\end{pmatrix} = \frac{W_1^+(\nu_j) L_h(\nu_j)}{W_1^+(\nu_j) K_h^{(1)} W_r(\nu_j)} W_r(\nu_j)
\]

where \( K_h(\nu_j) W_r(\nu_j) = -J_h W_r(\nu_j) \), \( W_1^+(\nu_j) \) \( K_h^{(1)} \) \( W_r(\nu_j) \) = \( -W_1^+(\nu_j) \) \( J_h \) and such that \( W_1^+(\nu_j) \) \( J_h \) \( W_r(\nu_j) \) = 1.

4.4. Numerical experiments

We report in this last subsection the outcome of a numerical application. It is a matter of a typical application for floating runways.

Set the constants \( \beta \) and \( \gamma \) respectively equal to 0.003 and 0.02. The plate (beam) coincide with the segment \([-1, +1]\). For the application we choose a very low and a low frequencies tests.\(^8\) The very low frequency test consists in a null initial velocity, \( \eta_1 = 0 \), and a gaussian initial displacement of the surface, \( \eta_0(x) = \exp(-3(x-2.5)^2) \). The low frequency test consists in a null initial velocity and for the initial displacement of the surface \( \eta_0(x) = \cos(\omega_0 x) \exp(-3(x-2.5)^2) \) with \( \omega_0 = 0.7 \) (this is nearly the imaginary part of a resonance).

The reader can wonder why higher frequency tests are not considered. The reason is simply that for the present, as shown in Figure 3, we are not able to compute, if any, sufficiently resonances with great imaginary part.

### Preliminary

We first start with a presentation in Figure 3 of the distribution of numerical resonances in the complex plane followed by the representation of some resonant modes in Figures 4, 5 and 6. The cross (respectively circle) symbol in Figure 3 indicates a resonance associated to an anti-symmetric (respectively symmetric) mode. The dotted lines in Figures 4, 5 and 6 represent the acceleration potential and the continuous lines represent the displacement of the plate. Let us recall that outside the plate, displacement of the free surface and acceleration potential coincide.

The exploration of the complex plane for the computation of the first approximation of resonances by means of the technique based on the Cauchy’s integral gave rise to numerical difficulties. Indeed, this approach provides

---

\(^8\)These initial conditions are able to excite resonances which imaginary parts lie in the vicinity of 0 or \( \pm \omega_0 \). See Loret [28] for details and some other situations.
the starting trial value of the resonance and if it is not reasonably close to a real resonant pole then the iterative
Newton-Raphson procedure may not lead to the exact pole position (because the pole search needs longer
iteration with unusually larger number of steps). This limitation is difficult to quantify but this is probably
due on the one hand to a constraint on the discretization in relation with the frequencies considered. On the
other hand this fact is due to the terms related to the Green’s function in the matrix system which becomes
exponentially increasing when \( \Im(s) < 0 \): this bad behaviour is a direct heritage of the exponentially increasing
behaviour of the Green’s function \( G_s \) when \( s \) belongs to the left complex half-plane.

The **very low frequency test.** In order to evaluate the efficiency of the Singularity Expansion Method we
represent in Figure 7 the following relative error:

\[
\text{Err}(t) := \frac{\|\eta^h_{\text{ref}}(t) - \eta^h_{\text{poles}}(t) - \eta^h_{\text{cut}}(t)\|_{P,h}}{\|\eta^h_{\text{ref}}(t)\|_{P,h}}
\]

where \( \|v\|_{P,h}^2 := \sum_{\nu} \lambda_{\nu} (v, w_{\nu})^2 \) and \( \lambda_{\nu} \) denotes the eigenvalue associated to \( w_{\nu} \). The components \( \eta^h_{\text{poles}} \) and
\( \eta^h_{\text{cut}} \) denote respectively the numerical approximations of \( \eta_{\text{poles}} \) and \( \eta_{\text{cut}} \). The component \( \eta^h_{\text{ref}} \) is a numerical

---

**Figure 4.** Resonant mode associated to \( \nu_j = -1.97013 + i 0.57661 \).

**Figure 5.** Resonant mode associated to \( \nu_j = -1.12970 + i 0.90598 \).
SINGULARITY EXPANSION METHOD IN HYDRODYNAMICS

Figure 6. Resonant mode associated to $\nu_j = -0.18777 + 13.93866$.

Figure 7. Relative error.

Figure 8. Solutions compared at the position $x_0 = -0.5$.

approximation of the solution obtained by means of the inverse Laplace transform integration, using formula (3) with $s_o = 0.2$, and is considered here as a reference solution.

Figure 7 shows around 4% error after the necessary time $T_o \simeq 13.4$ for the incident wavefront to pass over the plate entirely. This shows that the SEM is reliable once the incident wavefront has passed over the plate. This last numerical observation not only confirms that our approach catch the large time behaviour of the diffracted part of the waves, but also furnishes an estimation or an idea of what means “large time”. The following Figures 9 and 10 tells us more again. Those figures represent in the same graphic the reference displacement $\eta^b_{\text{ref}}(x_o, t)$ in solide line and its SEM-approximation $\eta^b_{\text{pole}}(x_o, t) + \eta^b_{\text{cut}}(x_o, t)$ in dotted line at $x_o = 0.5$ and $x_o = -0.5$. We can see that when the wavefront has passed over the observed position $x_o$, that is as soon as $t \simeq 7$ for $x_o = 0.5$ and $t \simeq 9.5$ for $x_o = -0.5$, the SEM provides a reasonable approximation of $\eta^b(x_o, t)$.

Also worth mentioning is the fact that about 95% of the signal can be reconstructed by considering only two poles together with their conjugate in the SEM-approximation. This observation is close to earlier numerical
experiment of Maskell and Ursell [30] for the sea-keeping of a half-immersed horizontal circular cylinder where only one pole was required to simulate one degree of freedom.

Since the component $\eta_{\text{cut}}$ is the one which requires a costly calculation, indeed this term depends on the excitation, we decide to evaluate its proportion in the SEM-approximation via

$$Q_{\text{cut}}(t) = \frac{\|\eta_{\text{cut}}^h(t)\|_{P,h}}{\|\eta_{\text{pole}} + \eta_{\text{cut}}^h(t)\|_{P,h}}.$$ 

Figure 11 shows that the part of the integral component grows with the time which is not a surprise since the polar component is exponentially decreasing. But the relatively importance of the integral component must be moderated since Figure 12 which represents $\log(\|\eta_{\text{cut}}^h(t)\|_{P,h})$ in solid line, $\log(\|\eta_{\text{pole}}^h(t)\|_{P,h})$ in discontinuous line and $\log(\|\eta_{\text{cut}}^h(t)\|_{P,h})$ in dotted line, shows that not only the integral component is non oscillating and slowly decreasing but above all is relatively small. This last observation is illustrated by the following Figure 8 which represents at the position $x_0 = -0.5$ the reference solution in solid line, the SEM-approximation in discontinuous line and the polar component in dotted line. This figure indicates a difference less than 0.01.
between the amplitude of the SEM-approximation and the polar component once the incident wavefront has passed over the position $x_0$, that is around $t \simeq 7$.

**Low frequency test.** Notice that we choose here data capable to excite resonances whose imaginary part lies in the vicinity of $\pm \omega_0$. We get for this second numerical experiment globally the same observations as previously. Figure 13 shows the SEM provides an error between 2 and 7% error, from the time $T_0 \simeq 13$. As previously very few resonances are required to construct the approximation: three poles together with their conjugate are sufficient to construct more than 95% of the SEM-approximation. Figure 14 shows that around $t = 8$, that is once the incident wave front has passed over the observed position $x_0$, the part of the integral component is not significant.

The novelty of this test comes essentially from Figures 15 and 16. They show that not only this time the integral component $\eta_{\text{polar}}$ is relatively smaller than in the previous test, compared to $\eta_{\text{cut}}$, but its amplitude is smaller too. The lack of computed resonances prevents us for the present from a real numerical study of this observation. For further works it is interesting to verify when we choose data that do not excite the frequency zero, but higher and higher frequencies, whether or not the integral component becomes smaller and smaller.
5. Conclusion

First of all it is important to mention for further works that the main advantage of the Singularity Expansion Method is that the resonances and associated resonant modes are independent of the excitation and can be computed just once and save, for a fixed material. And the approach we developed here can be extended to more realistic situations since our numerical tools extend easily to the three-dimensional case.

As pointed out earlier by Schafer and Kouymjian [37] in 1975 but in an electromagnetism context, we show the capability of the SEM for re-building the time-dependent response once the incident wavefront has passed over the plate completely. This result shows that after this delay the remainder term can be considered negligible and the SEM becomes useful.

The numerical experiments which we undertook gave conclusions similar to those obtained by Maskell and Ursell [30] in 1970 for a simpler sea-keeping problem. Firstly we observed that a reasonable approximation can be obtained by retaining only few resonances in the polar component, two or three in our case. Secondly the integral component, which is associated to the cut line and requires a costly calculation for each excitation at each time $t$, has a slow decay but it appears with a small amplitude. In our experiments this component is so small that the polar component alone is enough to represent the SEM-approximation.

Another observation which requires again more investigation is the fact that the integral component has a smaller amplitude in the low frequency test than in the very low frequency one, when the given data do not excite “preferentially” a vicinity of the null frequency. And the question is: is the integral component becoming smaller and smaller when the data excite higher and higher frequencies?
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