VISCOSITY SOLUTIONS METHODS FOR CONVERSE KAM THEORY*
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Abstract. The main objective of this paper is to prove new necessary conditions to the existence of KAM tori. To do so, we develop a set of explicit a-priori estimates for smooth solutions of Hamilton-Jacobi equations, using a combination of methods from viscosity solutions, KAM and Aubry-Mather theories. These estimates are valid in any space dimension, and can be checked numerically to detect gaps between KAM tori and Aubry-Mather sets. We apply these results to detect non-integrable regions in several examples such as a forced pendulum, two coupled penduli, and the double pendulum.
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1. Introduction

Let $H : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$, $H(p,x)$, be the Hamiltonian of a mechanical system. A classical procedure to determine solutions to the Hamiltonian dynamics

$$\dot{p} = D_x H(p,x), \quad \dot{x} = -D_p H(p,x),$$

(1.1)

is the Hamilton-Jacobi method [1,18]. This method has two main steps. The first one consists in computing a pair of functions $(u(x,P), \overline{H}(P))$, $u : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$, and $\overline{H} : \mathbb{R}^n \to \mathbb{R}$, which solves the Hamilton-Jacobi equation:

$$H(P + D_x u, x) = \overline{H}(P);$$

(1.2)

the second step is the construction of a change of coordinates $X(p,x)$ and $P(p,x)$, defined implicitly through the equations

$$p = P + D_x u, \quad X = x + D_p u.$$  (1.3)

In these new coordinates, the Hamiltonian dynamics becomes:

$$\dot{P} = 0, \quad \dot{X} = -D_P \overline{H}(P).$$

(1.4)

Thus, for each $P$ the graph

$$p = P + D_x u(x,P),$$

(1.5)

is invariant under the flow generated by (1.1). Furthermore, the flow on this graph is conjugated to a translation as $\overline{X}$ is constant.
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If the Hamiltonian \( H(p,x) \) is \( \mathbb{Z}^n \) periodic in \( x \), and \( u(x,P) \) is a \( \mathbb{Z}^n \) periodic function in \( x \), that is, \( H(p,x+k) = H(p,x) \), and \( u(x+k) = u(x) \), for all \( p, x \in \mathbb{R}^n \), and \( k \in \mathbb{Z}^n \), the graph (1.5) can be interpreted as an invariant torus. In this periodic case, it is natural to regard \( H \) as a function \( H : \mathbb{T}^n \times \mathbb{R}^n \to \mathbb{R} \), where \( \mathbb{T}^n = \mathbb{R}^n / \mathbb{Z}^n \) is the \( n \) dimensional torus. In (most of) this paper we assume further that the Hamiltonian \( H(p,x) : \mathbb{T}^n \times \mathbb{R}^n \to \mathbb{R} \) is smooth and strictly convex in \( p \), that is, \( D^2_{pp} H > \gamma > 0 \).

It is well known that the Hamilton-Jacobi method may fail in practice. Indeed, (1.2) may not admit smooth solutions, or (1.3) may not define a smooth change of coordinates. In particular, the Hamilton-Jacobi method may be valid for certain initial conditions of (1.1) but not everywhere.

The main question we would like to address in this paper is the following: given initial conditions \((p,x)\) for (1.1), can this integrability procedure be carried out? More precisely, is there a vector \( P \), and a pair \((u, \overline{H})\) solving (1.2) such that \( p = P + D_x u(x)\)? In the case in which the Hamiltonian \( H \) has the special structure

\[
H(p,x) = H_0(p) + \epsilon H_1(p,x),
\]

one can apply the KAM theorem [1]. This theorem asserts that it is possible to use the classical Hamilton-Jacobi method for a large set of initial conditions as long as \( H_0 \) satisfies the non-degeneracy condition \( \det D^2_{pp} H \neq 0 \) and \( \epsilon \) is sufficiently small.

Using viscosity solutions (for the general theory of viscosity solution we suggest the references [3,7,15]), one can prove that a weak form of integrability still holds, see, for instance, [2,6,8–13,19], or [20]. As demonstrated in context of homogenization of Hamilton-Jacobi equations, in the classic but unpublished paper by Lions et al. [27], equation (1.2) admits viscosity solutions. We recall that a function \( u \) is a viscosity solution of (1.2) if for any smooth function \( \phi(x) \) and any point \( x_0 \) such that \( u - \phi \) has a maximum (resp. minimum) at \( x_0 \)

\[
H(P + D_x u(x_0), x_0) \leq \overline{H}(P) \quad \text{(resp.} \geq \overline{H}(P))\).
\]

**Theorem 1.1** (Lions et al. [27]). For each \( P \) there exists a unique number \( \overline{H}(P) \) and a function \( u(x,P), \mathbb{Z}^n \) periodic in \( x \), that solves (1.2) in the viscosity sense. Furthermore \( \overline{H}(P) \) is convex in \( P \) and \( u(x,P) \) is Lipschitz in \( x \).

Also, one can construct an invariant set contained in the graph

\[
(x,P + D_x u(x)).
\]

The support of the Aubry-Mather measures [31–35], which are the natural generalizations of invariant tori, is contained in this graph. Unfortunately, not every point is in the support of a Mather measure. Heuristically, one can think of the phase space as containing several sets: the set of all KAM torus, the supports of all Mather measures, heteroclinic and homoclinic connections between different components of Mather sets, and then a remaining part of the phase space which may contain elliptic periodic orbits and corresponding elliptic islands, areas in which the motion is irregular, possibly chaotic, and regions in which Arnold diffusion may occur. It is therefore of interest to study the existence of gaps in the Mather sets, which would prevent the Hamilton-Jacobi integrability and allow for more complex dynamics. There have been several attempt to study this problem, for instance, [24,25,28–30].

The approach in [29], as well as in [25,28,30], uses the well known fact that the Mather set is a Lipschitz graph – thus by detecting orbits that do not lie on a Lipschitz graph one proves the existence of gaps in the Mather set. These methods seem to work well for one-dimensional maps, but do not extend easily for multi-dimensional problems. The paper [24], studies the discrete case, and uses the fact that orbits on the Mather set, being global minimizers, are also local minimizers. Therefore, with second order tests for critical points, one can show that certain orbits lie outside the Mather set. The main advantage is that this method works for maps in any dimension. In this paper we also explore the minimizing character of the orbits in the Mather set to obtain certain inequalities which can be checked numerically. Our method works in any space dimension and, when
compared with the one in [24], is of a global nature as it checks whether the orbits are global minimizers, not just local minimizers.

Other approaches to prove non-integrability include, among others, renormalization methods, anti-integrable limit. These methods are fundamentally different from the ones considered in this paper. Also, we should mention that there are several related papers which use variational methods to prove analytic counterexamples to KAM theory, such as [4,16], and [23]. In [4,16] certain non-minimizing orbits were constructed. Measures supported in the gaps of Aubry-Mather sets were constructed in [17]. In the paper [23], the action of nearby periodic orbits is compared to prove the existence of points outside the Mather set.

The plan of the paper is as follows: in Section 2 we review the necessary background from Aubry-Mather theory and viscosity solutions. In Section 3 we prove explicit estimates for viscosity solutions. In Section 4 we prove our main result, which gives criteria for the failure of Hamilton-Jacobi integrability. Explicit examples are discussed in Section 5. Finally, numerical results are presented in Section 6. In the remainder of this section we present our main result.

Let \( L(x,v) \), the Lagrangian, be the Legendre transform of the Hamiltonian, \( H(p,x) \), defined by

\[
L(x,v) = \sup_p -v \cdot p - H(p,x).
\]

We assume that the Lagrangian has the form

\[
L(x,v) = \frac{1}{2}g_{ij}(x)v_iv_j + h_i(x)v_i - V(x), \tag{1.6}
\]

in which \( g_{ij}(x) \) is a positive definite metric, \( h_i \) represents the magnetic field and \( V(x) \) is the potential energy. This choice of Lagrangians is quite general, as many important examples have the form (1.6). Most of what we will discuss in this paper is true in a much more general setting, but we have chosen to lose some generality in order to simplify the exposition.

We assume the following bounds for the metric \( g_{ij} \), the magnetic field \( h_i \) and potential \( V \):

1. \( c_1 \leq g_{ij}(x) \leq c_2 \), furthermore \( |D_xg_{ij}(x)| \leq c_3 \), and \( |D_x^2g_{ij}(x)| \leq c_4 \);
2. \( |h_i(x)| \leq c_5 \), \( |D_xh_i(x)| \leq c_6 \), and \( |D_x^2h_i(x)| \leq c_7 \);
3. \( 0 \leq V(x) \leq c_8 \), \( |D_xV| \leq c_9 \), \( |D_x^2V| \leq c_{10} \).

The Hamiltonian corresponding to \( L \) is given by

\[
H(p,x) = \frac{1}{2}g^{ij}(x)(p_j - h_j)(p_i - h_i) + V(x),
\]

in which \( g^{ij} \) is the inverse of \( g_{ij} \), that is \( g^{ik}g_{kj} = \delta^i_j \).

The main explicit estimates for viscosity solutions are summarized in the following theorem. This theorem gives a bound on the action of the orbits which start on the graphs of the Hamilton-Jacobi solutions, and therefore it is possible to use it to detect the existence of points in phase space lying outside the graph of any solution of a Hamilton-Jacobi equation.

**Theorem 1.2.** Let \( (p,x) \in \mathbb{R}^n \times \mathbb{T}^n \) and suppose that there exists \( P \in \mathbb{R}^n \), and a corresponding viscosity solution \( u \) of (1.2) such that \( p = P + D_xu(x) \). Let \( x(\cdot) \) be the solution to (1.1) with initial conditions \( (p,x) \). Define

\[
S_P(t) = \int_0^t L(x,\dot{x}) + P\dot{x} + H(P)ds,
\]

and

\[
E = H(p,x).
\]

Let

\[
C_0 = \frac{n}{4}\sqrt{c_2}\left[\frac{c_1}{4} + 4c_3\right]\left(\frac{2E}{c_1} + \frac{n}{2c_2}\right) + c_7\left(\frac{2E}{c_1} + \frac{n}{2c_2}\right)^{1/2} + \frac{2c_6n}{c_2} + \frac{c_{10}}{3}\right]^{1/2}
\]
and
\[ C_1 = 2\sqrt{c_2} \left[ \left( \frac{c_4}{4} + 4c_3 \right) \left( \frac{2E}{c_1} + \frac{9n}{c_2} \right) + c_7 \left( \frac{2E}{c_1} + \frac{9n}{c_2} \right)^{1/2} + \frac{4c_6 9n}{c_2} + \frac{c_10}{3} \right] c_n, \]
where \( c_n \) only depends on the dimension \( n \).

Then
\[ \sup_t |S_P| \leq C_0, \quad (1.7) \]
\[ \sup_t \frac{|S_P(t)|}{|x(t) - x(0)|} \leq C_1. \quad (1.8) \]

Furthermore, if \( u \) is \( C^2 \), let
\[ C_2 = 2\sqrt{c_2} \left[ \left( \frac{c_4}{4} + 4c_3 \right) \left( \frac{2E}{c_1} + \frac{n}{2c_2} \right) + c_7 \left( \frac{2E}{c_1} + \frac{n}{2c_2} \right)^{1/2} + \frac{2c_6 n}{c_2} + \frac{c_10}{3} \right]^{1/2}. \]

Then
\[ \sup_{t \in \mathbb{Z}^n} \sup_{k \in \mathbb{Z}^n} \frac{|S_P(t) - (D_xL(x(0), \dot{x}(0)) + P)(x(t) - x(0) + k)|}{|x(t) - x(0) + k|^2} \leq C_2. \quad (1.9) \]

Since, in principle, \( P \) is unknown, the next corollary yields three criteria to prove the failure of Hamilton-Jacobi integrability.

**Corollary 1.1.** Let \((p, x) \in \mathbb{R}^n \times T^n\) and suppose that there exists \( P \in \mathbb{R}^n \), and a corresponding viscosity solution \( u \) of (1.2) such that \( p = P + D_xu(x) \). Let \( x(\cdot) \) be the solution to (1.1) with initial conditions \((p, x)\). Then:
\[ \inf_{P} \sup_{t \in \mathbb{Z}^n} |S_P(t)| \leq C_0, \quad (1.10) \]
\[ \inf_{P} \sup_{t \in \mathbb{Z}^n} \frac{|S_P(t)|}{|x(t) - x(0)|} \leq C_1. \quad (1.11) \]

Furthermore, if the solution \( u \) is \( C^2 \), then
\[ \inf_{P} \sup_{t \in \mathbb{Z}^n} \sup_{k \in \mathbb{Z}^n} \frac{|S_P(t) - D_xL(x(0), \dot{x}(0))(x(t) - x(0) + k)|}{|x(t) - x(0) + k|^2} \leq C_2. \quad (1.12) \]

One might imagine that (1.10)–(1.12) could always be satisfied, however as we will argue in Section 4 this is not the case, and, as our examples illustrate, this is indeed a useful criteria for the failure of Hamilton-Jacobi integrability.

## 2. Mather Measures and Viscosity Solutions

In this section we summarize some background material from Mather measures and viscosity solutions. A self-contained exposition of part of the material presented here can be found in the survey paper [5]. In Mather theory [31–35], instead of looking for invariant tori, one looks for probability measures \( \mu \), the Mather measures, on \( T^n \times \mathbb{R}^n \) which minimize the action
\[ \int L(x, v) + P \cdot v \, d\mu, \quad (2.1) \]
and satisfy a holonomy condition:
\[ \int vD_x \phi \, d\mu = 0, \]
for all \( \phi(x) \in C^1(T^n) \). The supports of these measures are the Mather sets, and are the natural generalizations of invariant tori (and in fact agree with invariant tori if they exist). Recent results [2,6,8–13], and [19] show
that viscosity solutions of (1.2) encode many properties of Mather sets. In particular, if $\mu$ is a Mather measure and $u$ solves (1.2) then (Thm. 22 in [5])

$$
\int L(x, v) + P \cdot v \, d\mu = -\mathcal{H}(P).
$$

Furthermore, the support of the Mather measure is a subset of the graph (see, for instance, Thm. 30 in [5])

$$(x, v) = (x, -D_pH(P + D_uu, x)), \quad (2.2)$$

for any viscosity solution of (1.2). Finally, a result due to Mañé [32] (see also [14]) shows that the Mather set (and also any Mather measure) is invariant under the flow generated by the Euler-Lagrange equations (see, for instance, Thm. 43 in [5])

$$
\frac{d}{dt} D_vL(x, \dot{x}) - D_xL(x, \dot{x}) = 0, \quad (2.3)
$$

which is equivalent, by the Legendre transform $p = -D_\mu\mathcal{H}(P)$, to (1.1).

In the Mather set, the asymptotic transform $p = -D_\mu\mathcal{H}(P)$ of the Hamilton equations (1.1) with initial condition $(x, p)$ is a generic point of an ergodic component of a Mather set then

$$
\frac{x(T)}{T} \rightarrow Q,
$$

as $T \rightarrow \infty$, for some vector $Q \in \mathbb{R}^n$. Furthermore, $Q \in -\partial_p\mathcal{H}(P)$, where $\partial_p\mathcal{H}$ denotes the subdifferential (see Thm. 1 in [19]). Thus $Q = -D_p\mathcal{H}(P)$ if $\mathcal{H}$ is differentiable at $P$. Furthermore, as $T \rightarrow \infty$

$$
\frac{1}{T} \int_0^T L(x, \dot{x})\, dt \rightarrow \mathcal{L}(Q),
$$

where $\mathcal{L}(Q)$ is the infimum of the average action over all trajectories with rotation number $Q$, and, additionally, $\mathcal{L}(Q) = -PQ - \mathcal{H}(P)$ is the Legendre transform of $\mathcal{H}(P)$.

### 3. Explicit Estimates for Viscosity Solutions

In this paper we need several explicit estimates for viscosity solutions of (1.2). These are standard in the theory, however, as we need sharp and explicit estimates, in this section we present detailed proofs.

Our framework is the following: we are given a point $(x, p) \in \mathbb{T}^n \times \mathbb{R}^n$, and we would like to investigate whether there is a vector $P$, and a viscosity solution $u$ to (1.2) such that $p = P + D_uu(x)$. The main difficulty with this approach is that $P$ and $u$, if exist, are unknown. Our objective in this section is to prove estimates for $P$ and $u$ that only depend on the point $(x, p)$ and other known quantities. These estimates are: bounds for second derivatives and Lipschitz constant of $u$, bounds for $P$ in terms of the initial energy, and error estimates for the numerical computation of $\mathcal{H}(P)$.

Let $(x, p) \in \mathbb{T}^n \times \mathbb{R}^n$ be fixed, and define $v \in \mathbb{R}^n$ by the Legendre transform, $p = -D_vL(x, v)$. The energy

$$
E(x, v) = \frac{1}{2}g_{ij}(x)v_i v_j + V(x) \quad (3.1)
$$

is conserved by the Euler-Lagrange equations. Note that the energy does not depend on the magnetic field $h$. The proof of this fact can be found in any book on classical mechanics, for instance [18].

Furthermore, along solutions of (1.1)

$$
H(p, x) = E(x, \dot{x}),
$$

for $p_j = -g_{ij}\dot{x}_i - h_j$. 
Proposition 3.1. Let \( x \) be a solution to (2.3). Then
\[
|\dot{x}| \leq \frac{(2E)^{1/2}}{C_1^{1/2}}.
\]

Proof. Since \( V \geq 0 \),
\[
\frac{1}{2}c_1|\dot{x}|^2 \leq \frac{1}{2}g_{ij}\dot{x}_i\dot{x}_j \leq E.
\]

Since the energy only depends on the initial conditions, the previous result implies that one can obtain bounds on the velocity for all time that depend only on the initial conditions. Viscosity solutions of (1.2) have an interpretation in terms of control theory: a function \( u \) is a viscosity solution of (1.2) if and only if it satisfies the following fixed point identity:
\[
u(x) = \inf_{x(t)} \int_0^t L(x, \dot{x}) + P \cdot \dot{x} + \overline{H}(P) dt + u(x(t)),
\]
(3.2)
in which the infimum is taken over Lipschitz trajectories \( x(\cdot) \), with initial condition \( x(0) = x \).

The next proposition establishes an estimate for \( P \):

Proposition 3.2. Let
\[
C = \sup_{|\omega| = 1} \left| \int_{T^n} L(x, \omega) dx \right|.
\]
Then
\[
|P| \leq \overline{H}(P) + C.
\]

Remark 3.1. Since \( \overline{H}(P) \) coincides with the energy \( E \) given by (3.1), this yields an \( a-priori \) bound for \( P \) in terms of the initial data.

Proof. From (3.2) we have
\[
-\overline{H}(P) \leq \lim_{T \to \infty} \frac{1}{T} \int_0^T L(x, \dot{x}) + P \dot{x},
\]
for any trajectory \( x(\cdot) \). Let \( \omega \) be an arbitrary vector such that \( |\omega| = 1 \), and \( \omega \cdot k = 0 \) for \( k \in \mathbb{Z}^n \) implies \( k = 0 \), that is, the flow \( \dot{x} = \omega \) is ergodic on the torus \( T^n \). Let \( x(t) = \omega t \). Then
\[
\overline{H}(P) \geq \lim_{T \to \infty} \frac{1}{T} \int_0^T L(x, \dot{x}) + P \cdot \dot{x} = P \cdot \omega + \int_{T^n} L(x, \omega) dx.
\]
This yields:
\[
|P| \leq \overline{H}(P) + \sup_{|\omega| = 1} \left| \int_{T^n} L(x, \omega) dx \right|.
\]

The next objective is to study the regularity of \( u \).

Proposition 3.3. Let \( u \) be a viscosity solution of (1.2). Let \( k_1 \geq 0 \), and
\[
C(k_1) = 2\sqrt{c_2} \left[ \left( \frac{c_4}{4} + 4c_3 \right) \left( \frac{2\overline{H}}{c_1} + \frac{k_1^2}{c_2} \right) + c_7 \left( \frac{2\overline{H}}{c_1} + \frac{k_1^2}{c_2} \right)^{1/2} + \frac{4c_6k_1^2}{c_2} + \frac{c_{10}}{3} \right]^{1/2}.
\]

Then \( u \) is a locally semiconcave function in \( x \) with semiconcavity modulus \( C(k_1) \) that is
\[
u(x + y) - 2u(x) + u(x - y) \leq C(k_1)|y|^2,
\]
for all \(|y| \leq k_1 \).
Remark 3.2. The main point of this lemma is not the semiconcavity per se, but the estimate for the constant $C(k_1)$ which is explicit in terms of the Lagrangian and the energy of an optimal trajectory.

Remark 3.3. The constant in the lemma can be bounded uniformly in $y$ for bounded values of $|y|$, as for large values of $|y|$ one can use the fact that $u$ is periodic to get a better estimate. In fact we can obtain a global bound for the semiconcavity constant in the periodic setting if we take $k_1 = \sqrt{\pi}$.

Proof. Fix $x \in \mathbb{R}^n$, and choose any $y \in \mathbb{R}^n$. We claim that

$$u(x + y) + u(x - y) - 2u(x) \leq C|y|^2,$$

for the constant $C$ given in the statement.

Let $x(\cdot)$, $x(0) = x$, be an optimal trajectory for $u(x)$. Clearly, for any trajectory $y(\cdot)$ such that $y(0) = y$

$$u(x + y) + u(x - y) - 2u(x) \leq \int_0^t [L(x(s) + y(s), \dot{x}(s) + \dot{y}(s)) + L(x(s) - y(s), \dot{x}(s) - \dot{y}(s)) - 2L(x(s), \dot{x}(s))]|ds.$$

Define $y(s) = y_i$. Observe that

$$L(x \pm y, \dot{x} \pm \dot{y}) \leq L(x, \dot{x} \pm \dot{y}) \pm D_x L(x, \dot{x} \pm \dot{y})y + C_0|y|^2.$$

The constant $C_0$ has three contributions: one comes from the bounds for the metric $g_{ij}$

$$\frac{1}{2} g_{ij}(x + y)(\dot{x}_i + \dot{y}_i)(\dot{x}_j + \dot{y}_j) - \frac{1}{2} g_{ij}(x)(\dot{x}_i + \dot{y}_i)(\dot{x}_j + \dot{y}_j) \leq \frac{1}{2} D_x g_{ij}(x)(\dot{x}_i + \dot{y}_i)(\dot{x}_j + \dot{y}_j) y + \frac{1}{8}\|D^2_{xx} g_{ij}\|_{\infty} (|\dot{x}_i|^2 + |\dot{y}_i|^2)|y|^2;$$

the second one corresponds to the magnetic field,

$$h_i(x + y)(\dot{x}_i + \dot{y}_i) - h_i(x)(\dot{x}_i + \dot{y}_i) \leq D_x h_i(x) y(\dot{x}_i + \dot{y}_i) + \frac{1}{2}\|D^2_{xx} h_i\|_{\infty} |y|^2 |\dot{x}_i + \dot{y}_i|;$$

and the last one from the potential energy:

$$V(x + y) - V(x) \leq D_x V(x)y + \frac{1}{2}\|D^2_{xx} V\|_{\infty} |y|^2 \frac{(t - s)^2}{t^2}. $$

Note that in the previous estimates we used $|y| \leq |y|$, to estimate the second order terms. Therefore, we have the following estimate for $C_0$:

$$C_0 \leq \left(\frac{c_4}{8} + 2c_3\right) \left(\frac{2T}{c_1} + \frac{k_1^2}{t^2}\right) + c_7 \left(\frac{2T}{c_1} + \frac{k_1^2}{t^2}\right)^{1/2} + 2c_6 k_1^2 t^2 + \frac{c_{10}}{3}. $$

Note that the term $\frac{c_{10}}{3}$ comes from the integration in time. Also we have

$$L(x, \dot{x} \pm \dot{y}, s) + L(x, \dot{x} - \dot{y}, s) \leq 2L(x, \dot{x}, s) + c_2|y|^2.$$

Thus

$$L(x + y, \dot{x} + \dot{y}, s) + L(x - y, \dot{x} - \dot{y}, s) \leq 2L(x, \dot{x}, s) + 2C_0|y|^2 + 2c_2 \frac{|y|^2}{t^2}. $$

Therefore

$$u(x + y) + u(x - y) \leq 2C_0|y|^2 t + 2c_2 \frac{|y|^2}{t}. $$
By choosing \( t = \sqrt{\frac{C_0}{c_0}} \) we obtain
\[
    u(x + y) - 2u(x) + u(x - y) \leq C|y|^2
\]
with
\[
    C = 2\sqrt{c_2}C_0. 
\]

As corollaries to this proposition we obtain the two following estimates for \( \|u\|_\infty \) and its Lipschitz constant.

**Proposition 3.4.** Let \( u \) be a solution of (1.2). Then, after adding a suitable constant to \( u \), the \( L^\infty \) norm of \( u \) can be estimated by
\[
    \frac{n}{8\sqrt{c_2}} \left[ \left( \frac{c_1}{4} + 4c_3 \right) \left( \frac{2E}{c_1} + \frac{n}{2c_2} \right) + c_7 \left( \frac{2E}{c_1} + \frac{n}{2c_2} \right)^{1/2} + \frac{2c_6 n}{c_2} + \frac{c_{10}}{3} \right]^{1/2}.
\]

**Proof.** Suppose \( u \) is a \( \mathbb{Z}^n \) periodic semiconcave function with semiconcavity modulus \( C \). Without loss of generality, suppose that \( x = 0 \) is its minimum. Then
\[
    u(y) \leq u(0) + \frac{1}{2} C|y|^2.
\]
By periodicity, the maximum of \( u \) is achieved at a point \( y \), with \( |y| \leq \frac{\sqrt{n}}{2} \). Since, by adding an appropriate constant we may assume \( u(y) = -u(0) \). Then we have
\[
    \|u\|_\infty \leq \frac{C}{16}.
\]
The estimate follows from Proposition 3.3.

**Proposition 3.5.** Let \( u \) be a solution of (1.2). Then the Lipschitz constant of \( u \) is bounded by
\[
    2\sqrt{c_2} \left[ \left( \frac{c_1}{4} + 4c_3 \right) \left( \frac{2H}{c_1} + \frac{9n}{c_2} \right) + c_7 \left( \frac{2H}{c_1} + \frac{9n}{c_2} \right)^{1/2} + \frac{4c_6 n}{c_2} + \frac{c_{10}}{3} \right]^{1/2} c_n,
\]
in which \( c_n \) is a constant that depends only on the dimension \( n \).

**Proof.** It is well known that a periodic semiconcave function \( \phi \) is Lipschitz. To prove this fact, observe that
\[
    D\phi(x) = D\phi(y) + \int_0^1 D^2\phi(sx + (1-s)y)(x-y)ds.
\]
Since \( \phi \) is periodic, there exists \( y \) such that \( |x-y| \leq 3\sqrt{n} \), \( D\phi(y) = 0 \), and
\[
    -\tilde{c}_n |D\phi(x)| \geq D\phi(x) \cdot (x-y) \geq -C|x-y|^2,
\]
where \( \tilde{c}_n \) is a constant that depends only on the dimension \( n \). Therefore
\[
    |D\phi(x)| \leq c_n C.
\]
Furthermore, in the estimate for the semiconcavity constant \( C \) we may take \( k_1 = 3\sqrt{n} \).
Proposition 3.6. Assume that \( u \) is a smooth solution of the Hamilton-Jacobi equation (1.2). Let \( k_1 \geq 0 \), and

\[
C(k_1) = 2\sqrt{c_2}\left[\left(\frac{c_4}{4} + 4c_3\right)\left(\frac{2\overline{H}}{c_1} + \frac{k_1}{c_2}\right) + c_7\left(\frac{2\overline{H}}{c_1} + \frac{k_2^2}{c_2}\right)^{1/2} + \frac{4c_9k_1^2}{c_2} + \frac{c_{10}}{3}\right]^{1/2}.
\]

Then \( u \) is a locally semiconvex function in \( x \) with semiconcavity modulus \( C(k_1) \) that is

\[
u(x + y) - 2u(x) + u(x - y) \geq -C(k_1)|y|^2,
\]

for all \( |y| \leq k_1 \).

Remark 3.4. The main point of assuming that a solution \( u \) is smooth is that, then, the method of characteristics is valid, and so for every point \( x \) there is a global characteristic.

Proof. Fix \( x \in \mathbb{R}^n \) and choose any \( y \in \mathbb{R}^n \). We claim that

\[
u(x + y) + u(x - y) \geq 2u(x) - C|y|^2.
\]

Let \( x(t) \) be an optimal trajectory, \( x = x(t) \), and \( x_0 = x(0) \). Then

\[
u(x_0) = \int_0^t \left[ L(x(s), \dot{x}(s)) + P(x) \right] ds + \nu(x).
\]

Therefore

\[
u(x - y) - 2u(x) + u(x - y) \geq \int_0^t \left[ -L(x(s) + y(s), \dot{x}(s) + \dot{y}(s)) \right.
\]

\[
- L(x(s) + y(s), \dot{x}(s) + \dot{y}(s)) + 2L(x(s), \dot{x}(s))] ds,
\]

if we choose \( y(s) = \frac{y}{2} \). From this inequality and proceeding exactly as in Proposition 3.3 we obtain the estimate. \( \square \)

Given a value \( P \), there are efficient numerical methods to compute \( \overline{H}(P) \), and control the error [22] (for an alternative scheme, consult [36]). The algorithm in [22] is based on the representation formula for \( \overline{H}(P) \)

\[
\overline{H}(P) = \inf_{\phi \in C^{1,\alpha}_I} \sup_x H(P + D_x \phi, x)
\]

(3.3)

due to [6] (see also, for a more general setting, [21,26]).

Let \( T_h \) be a set of piecewise linear finite elements, with the diameter of each element bounded by \( h \). Let \( \overline{H}_h(P) \) be the numerical approximation computed by:

\[
\overline{H}_h(P) = \inf_{\phi \in T_h} \sup_x H(D_x \phi, x).
\]

The main error estimate is:

Proposition 3.7. For any convex Hamiltonian \( H(p, x) \) for which (1.2) has a viscosity solution

\[
\overline{H} \leq \overline{H}_h(P).
\]

Furthermore, if (1.2) has a smooth viscosity solution then

\[
\overline{H}_h(P) \leq \overline{H}(P) + Ch.
\]
The constant $C$ depends only on bounds for the Hamiltonian, the energy level, but not on $P$, and can be estimated by
\[
C \leq \|D_x H(p, x)\|_{\infty,*} + \|D^2_{xx} u\|_{\infty}\|D_p H(p, x)\|_{\infty,*} \frac{\sqrt{n}}{2},
\]
in which
\[
\|f(p, x)\|_{\infty,*} = \sup_{x \in \mathbb{T}^n, |p| < R} |f(p, x)|,
\]
and $R$ is a bound for $|P + D_x u|$.

**Proof.** The first claim, that is, in which
\[
H = \inf_{\psi \in C^1(\mathbb{T}^n)} \sup_x H(P + D_x \psi, x) \leq \inf_{\phi \in T_h} \sup_x \text{esssup} H(P + D_x \phi, x),
\]
can be proved in the following way: to each $\phi \in T_h$ we associate a function
\[
\psi = \phi * \eta \in C^1(\mathbb{T}^n).
\]
Then the convexity of $H$ implies
\[
\sup_x H(P + D_x \psi, x) \leq \text{esssup}_x H(P + D_x \phi, x) + O(\epsilon),
\]
since
\[
H(P + D_x (\phi * \eta)(x), x) \leq \int H(P + D_x \phi(y), y)\eta(x-y)dy + O(\epsilon).
\]
Since $\epsilon$ is arbitrary, we get the desired inequality.

Suppose $u$ is smooth viscosity solution. Construct a function $\phi_u \in T_h$ by interpolating linearly the values of $u$ at the nodal points. At a node $x$ we have
\[
D_{x_j} \phi(x_i) = \frac{u(x + he_j) - u(x)}{h} = \int_0^1 D_{x_j} u(x + s he_j)ds
\]
In each triangle $T^i$, the oscillation of the derivative of $u$ can be estimated by
\[
|D_x u(x) - D_x u(y)| \leq \|D^2_{xx} u\|_{\infty}|x - y|
\]
which implies
\[
|D_{x_j} \phi(x_i) - D_{x_j} u(x)| \leq \|D^2_{xx} u\|_{\infty} \frac{h}{2}.
\]
Thus at a node $x$ we have
\[
|H(D_x \phi_u(x), x) - H(P)| \leq \|D^2_{xx} u\|_{\infty}\|D_p H(p, x)\|_{\infty,*} \frac{h \sqrt{n}}{2}.
\]
We also have, for all points $y$ in the triangle,
\[
|H(D_x \phi_u(x), x) - H(D_x \phi_u(x), y)| \leq \|D_x H(p, x)\|_{\infty,*}|x - y|.
\]
Then
\[
\text{esssup}_x H(P + D_x \phi_u, x) \leq H(P) + \|D_x H(P, x)\|_{\infty,*} h + \|D^2_{xx} u\|_{\infty}\|D_p H(p, x)\|_{\infty,*} \frac{h \sqrt{n}}{2}.
\]
4. Detection of non-integrability

In this section we prove Theorem 1.2 by putting together the previous estimates.

Proof of Theorem 1.2. If \((x, v)\) belongs to the graph of a viscosity solution \(u\) of (1.2), and \(x(\cdot)\) is the corresponding solution of the Euler-Lagrange flow, then for all \(t\)

\[
u(x) = \int_0^t L(x, \dot{x}) + P\dot{x} + \overline{H}(P)ds + u(x(t)).
\]

First, since \(u\) is bounded, there exists a constant \(C_0 = 2\|u\|_{\infty}\) such that

\[
sup_t |u(x) - u(x(t))| \leq C_0,
\]

therefore we have (1.7).

An improved version of this estimate follows from the fact that \(u\) is periodic and Lipschitz, and so if \(C_1 = \|Du\|_{\infty}\) is the Lipschitz constant of \(u\) then

\[
sup_t \frac{|u(x) - u(x(t))|}{\|x(t) - x(0)\|} \leq C_1
\]

in which \(\|x - y\| = \inf_{k \in \mathbb{Z}^n} |x - y + k|\) is the periodic distance. Therefore we have (1.8).

Since \(p = P + D_x u\), and \(p = -D_x L(x, \dot{x})\), we have

\[
D_x u(x) = -D_x L(x, \dot{x}) - P.
\]

If the solution \(u\) is \(C^2\), the previous estimate can be improved since we have \(a priori\) estimates for second derivatives

\[
sup_t sup_{k \in \mathbb{Z}^n} \frac{|u(x) + D_x u(x)(x(t) - x + k) - u(x(t) + k)|}{\|x(t) - x(0) + k\|^2} \leq C_2,
\]

and \(u(x(t) + k) = u(x(t))\), this yields (1.9). \(\square\)

To check that, for a given a point \((p, x)\), there does not exist a vector \(P \in \mathbb{R}^n\) and a viscosity solution \(u\) such that \(p = P + D_x u(x)\), we will proceed by contradiction by checking the inequalities in Corollary 1.1. These inequalities involve the values \(P\) and \(\overline{H}(P)\), both of them unknown. However, the value \(\overline{H}(P)\) can be well approximated by the minimax representation formula (3.3), provided that to \(P\) corresponds and invariant tori. The error of the approximation depends on the energy, which can be estimated by the initial condition \((x, v)\), but is independent of \(P\). The solution of (2.3) can be computed with arbitrary precision using a suitable numerical solver. Therefore, given a number \(P\), we can test the inequalities (1.10), (1.11), or (1.12). Due to the small denominators that can arise in (1.11) and (1.12), our error estimates are largely amplified and therefore we have only implemented the numerical computation of (1.10).

There is a heuristic explanation why the terminal time (or any large value of \(t\)) may be enough. Let \((x, v)\) be a generic point in an ergodic component of the Mather set, and \(x\) the corresponding trajectory.

If the solution \(x\) has rotation number \(Q\) but

\[
\liminf_{T \to \infty} \frac{1}{T} \int_0^T L(x, \dot{x})dt > \overline{T}(Q) + \epsilon, \tag{4.1}
\]

for some \(\epsilon > 0\), the initial condition is not a generic point in an ergodic component of the Mather set. Therefore, proving the existence of gaps of the Mather sets. If (4.1) holds, then, since \(\overline{T}(Q) - PQ - \overline{H}(P) = 0\),

\[
\int_0^T L(x, \dot{x}) + P\dot{x} + \overline{H}(P)ds > T\epsilon \to \infty,
\]

as \(T \to \infty\). Therefore (1.10), (1.11) and (1.12) cannot be satisfied.
5. Explicit Examples

In this section we consider two examples: the one dimensional pendulum, and linear Hamiltonians, which can be studied explicitly.

5.1. The one dimensional pendulum

The Hamiltonian corresponding to a one-dimensional pendulum with mass and length normalized to be 1, is

\[ H(p, x) = \frac{p^2}{2} - \cos 2\pi x. \]

For this Hamiltonian one can determine the solution of (1.2). Indeed, for each \( P \in \mathbb{R}, \) and for a.e. \( x \in \mathbb{R}, \) the solution \( u(P, x) \) satisfies

\[ \frac{(P + D_x u)^2}{2} = H(P) + \cos 2\pi x. \]

This implies \( H(P) \geq 1, \) and so

\[ D_x u = -P \pm \sqrt{2(H(P) + \cos 2\pi x)}, \quad \text{for a.e. } x \in \mathbb{R}. \]

Thus

\[ u = \int_0^x -P + s(y)\sqrt{2(H(P) + \cos 2\pi y)}\,dy \]

where \(|s(y)| = 1.\) Because \( H \) is convex in \( p \) and \( u \) is a viscosity solution, it is semiconcave. So, the only possible discontinuities in the derivative of \( u \) are the ones that satisfy \( D_x u(x^-) - D_x u(x^+) > 0. \) Therefore \( s \) can change sign from 1 to \(-1\) at any point but jumps from \(-1\) to 1 can happen only when \( \sqrt{2H(P) + \cos 2\pi x} = 0. \) If we require 1-periodicity there are two cases, first if \( H(P) > 1 \) the solution is \( C^1 \) since \( \sqrt{2H(P) + \cos 2\pi y} \) is never zero. These solutions correspond to invariant tori. In this case, \( P \) and \( H(P) \) satisfy the equation

\[ P = \pm \int_0^1 \sqrt{2(H(P) + \cos 2\pi y)}\,dy. \]

It is easy to check that this equation has a solution \( H(P) \) whenever

\[ |P| \geq \int_0^1 \sqrt{2(1 + \cos 2\pi y)}\,dy, \]

that is

\[ |P| \geq \frac{4}{\pi} \approx 1.27324. \]

When this inequality fails, \( H(P) = 1 \) and \( s(x) \) can have a discontinuity. Indeed, \( s(x) \) jumps from \(-1\) to 1 when \( x = \frac{1}{2} + k, \) with \( k \in \mathbb{Z}, \) and there is a point \( x_0 \) defined by the equation

\[ -\int_0^1 s(y)\sqrt{2(1 + \cos 2\pi y)}\,dy = P; \]

such that \( s(x) \) jumps from 1 to \(-1\) at \( x_0 + k, k \in \mathbb{Z}. \)

Therefore, for initial conditions \((x, p)\) such that the energy \( E < 1, \) there is no corresponding vector \( P \) and solution \( u(x) \) so that

\[ H(P + D_x u, x) = E, \]
thus these energy levels should be non-integrable. In fact, we can detect this behavior using our methods. We have

\[ S_p(T) = \int_0^T L(x, \dot{x}) + P\dot{x} + \overline{H}(P) = \int_0^T (P - p(t))\dot{x}(t) - H(p(t), x(t)) + \overline{H}(P). \]

For \( E < 1 \) the trajectories are periodic, thus

\[ \int_0^{T_n} P\dot{x} = 0, \]

for any multiple \( T_n \) of the period. We have \( \dot{x} = -p(t) \), therefore

\[ \int_0^{T_n} -p(t)\dot{x}(t) = \int_0^{T_n} |p(t)|^2 \geq 0. \]

Since \( \overline{H}(P) - H(p, x) \geq 1 - E > 0 \), the integral

\[ \int_0^{T_n} \overline{H}(P) - H(p(t), x(t))dt \]

is unbounded.

5.2. Linear Hamiltonians

It is well known that there may not exist smooth solutions to the linear Hamilton-Jacobi equation

\[ \omega \cdot (P + D_x u) + V(x) = \overline{H}(P), \]

with \( \omega \in \mathbb{R}^n \). The Hamiltonian \( H(p, x) = \omega \cdot p + V(x) \) is convex in \( p \) but not strictly convex. However as we will show, our methods still detect non-integrability in some cases.

The identity

\[ \int \omega \cdot (P + D_x u) + V(x) = \int \overline{H}(P), \]

is a necessary condition for the existence of solutions of the Hamilton-Jacobi equation. Thus

\[ \overline{H}(P) = \omega \cdot P + \overline{H}(0), \]

with \( \overline{H}(0) = \int V(x) \), which we can assume to be zero.

The Lagrangian corresponding to the Hamiltonian is

\[ L(v, x) = \begin{cases} -V(x) & \text{if } v = -\omega \\ +\infty & \text{otherwise}. \end{cases} \]

The equation of the dynamics are

\[ \dot{x} = -\omega \]
\[ \dot{p} = -2\pi \sin(2\pi x_1). \]
Therefore, the action $S_P(T)$ is given by

$$S_P(T) = \int_0^T -V(x(t))dt,$$

with $x(t) = x(0) + \omega t$.

We consider three examples. The first one:

$$H(p, s) = (1, \sqrt{2}) \cdot p + \cos(2\pi x_1),$$

that is, $\omega = (1, \sqrt{2})$. In this case, one can construct a smooth solution to the Hamilton-Jacobi equation.

Therefore

$$S_P(T) = \int_0^T -\cos(2\pi x_1(0) + 2\pi t)dt,$$

is bounded uniformly in $T$ for any value of $x_1(0)$, which can be checked directly.

The second case is $\omega = (1, 1)$, and the equation reads

$$(1, 1) \cdot Du + \cos(2\pi x_1) = 0.$$ 

This is a resonant example since $(1, 1)$ is rationally dependent. However one can still find a smooth solution to the Hamilton-Jacobi equations by using Fourier series. The action

$$S_P(T) = \int_0^T -\cos(2\pi x_1(0) + 2\pi t)dt,$$

is again bounded uniformly in $T$ for any value of $x_1(0)$.

Resonant linear Hamiltonians as the previous one may fail to have a viscosity solution. An example is

$$(0, 1) \cdot Du + \sin(2\pi x_1) = H.$$ 

The variational formula yields

$$\overline{H}(0) = \inf_{\phi} \sup_x H(D\phi, x) = 1.$$ 

which is a contradiction. And, in fact, the action is

$$S_P(T) = \int_0^T 1 + \sin(2\pi x_1(0))dt,$$

which is unbounded in $T$ for $x_1(0) \neq \frac{3}{4}$.

6. Computational examples

In this section we consider several Hamiltonian systems and try to study their integrability numerically. The first example which fits directly into our framework, are two coupled penduli. In the last example, a forced pendulum, our estimates do not apply directly, but can easily be modified so that we can also study its non-integrable regions.

To compute numerically $H$ we have used the numerical implementation of the minimax formula (3.3) in [22], using recursive mesh refinement for speed up. To implement the ODE’s we used MATLAB’s solver, and used energy conservation to verify accuracy. Alternatively one could use other integrators, such as symplectic ODEs.
solvers, however the solution of the ODE by MATLAB is quite accurate for our purposes. We only consider the first method to detect non-integrability, and plot for $T = 100$ the value

$$\inf_p S_p(T).$$

6.1. Coupled penduli

The Hamiltonian for two coupled penduli is given by

$$H(p_x, p_y, x, y) = \frac{p_x^2 + p_y^2}{2} + \cos 2\pi x + \cos 2\pi y + \epsilon \cos 2\pi (x - y),$$

and the corresponding Lagrangian is

$$L(v_x, v_y, x, y) = \frac{v_x^2 + v_y^2}{2} - \cos 2\pi x - \cos 2\pi y - \epsilon \cos 2\pi (x - y).$$

The equations of the dynamics are

$$\dot{p}_x = -2\pi \sin 2\pi x - 2\pi \epsilon \sin 2\pi (x - y)$$
$$\dot{p}_y = -2\pi \sin 2\pi y + 2\pi \epsilon \sin 2\pi (x - y)$$

$$\dot{x} = -p_x$$
$$\dot{y} = -p_y.$$

To plot the non integrable regions we choose an initial point $(x, y) = \left( \frac{1}{2}, \frac{1}{2} \right)$ and then vary the values of $p_x$ and $p_y$. To compute $H$ we have used a $12 \times 12$ grid.

The case with no coupling, $\epsilon = 0$, Figure 1 is simply a two dimensional version of the pendulum example. In this case, one should note that $(x, y) = \left( \frac{1}{2}, \frac{1}{2} \right)$ and $p_x = p_y = 2$ corresponds exactly to the separatrices of the (uncoupled) penduli since the energy level is $H = 2$.

When coupling is positive, $\epsilon = 0.2$ in Figure 2, there is numerical evidence of resonances between the center equilibrium in one pendulum and periodic orbits in the other. Note that this break up occurs close to the separatrices of the penduli, as one would expect.
Figure 2. $\inf_P S_P(100)$ for coupled pendulum ($\epsilon = 0.2$).

**Error estimates**

For $\epsilon \leq 0.2$, the second derivative of the potential $\|D^2V\|_\infty \leq 55.27$. This yields a bound for $\|D^2_{xx}u\|_\infty \leq 8.58$, which implies the $L^\infty$ bound for $u$

$$\|u\|_\infty \leq 1.07.$$  

Furthermore, we have $\|D_xH\|_\infty \leq 10.65$, and for the initial conditions we consider ($0 \leq p_x, p_y \leq 3$) we have $\|D_pH\| \leq 4.24$.

With a grid of $12 \times 12$ nodes $h = \frac{1}{12}$. Thus the error term in the computation of $\overline{H}$ is bounded by 3.03.

This means that values of $\inf_P S_P(100)$ over 305.15 indicate that the system is non Hamilton-Jacobi integrable. Note that these bounds are really coarse, as the error in computing $\overline{H}$ is in fact quite smaller than our estimates [22].

6.2. **Time-periodic Hamiltonians**

Our last example is a periodic time-dependent, one space dimension Hamilton-Jacobi equation:

$$-u_t + H(D_xu, x, t) = \overline{H}.$$ 

There exists a unique value $\overline{H}$ for which this problem admits space-time periodic viscosity solutions, see for instance [9]. Moreover this solution is Lipschitz.

Note also that $P = (P_t, P_x)$ but $\overline{H}(P)$ is linear in $P_t$ so we may as well consider just the problem

$$\inf_{\phi} \sup_{(x,t)} -\phi_t + H(P_x + D_x\phi, x, t) = \overline{H}(P_x).$$

This problem is not exactly in the form discussed previously in the paper. The previous estimates could be adapted, although we do not do it here for the sake of simplicity. In this example we set up a forced pendulum with time-dependent Hamiltonian

$$H(p, x) = \frac{p^2}{2} + (1 + \epsilon \sin 2\pi t) \cos 2\pi x.$$ 

The equations of motion are

$$\dot{p} = -2\pi(1 + \epsilon \cos 2\pi t) \sin 2\pi x$$
$$\dot{x} = -\frac{p}{p^2}.$$
The corresponding Lagrangian is

\[ L(x, v, t) = \frac{v^2}{2} - \cos 2\pi x - \epsilon \cos 2\pi x \cos 2\pi t. \]

Figures 3 and 4 show, from no forcing (\( \epsilon = 0 \)) to large forcing (\( \epsilon = 0.4 \)) the evolution of the heteroclinic region of the pendulum and show its break-up.

7. Conclusions

In this paper we have developed a set of necessary conditions for Hamilton-Jacobi integrability. These conditions can be easily implemented numerically and the error terms coming from the discretization can be estimated explicitly. Therefore the numerical results provide a rigorous proof of non Hamilton-Jacobi integrability. Both in explicit examples, as well as in more complex cases, we are able to detect behaviors such as resonances and heteroclinic break-up. The main numerical problems are due to the fact that the estimates for the error in the numerical computation for \( \overline{H} \) overestimate the error, in fact, as the simulations in [22] show, the errors are quite small. To sum up, we believe that these methods are an effective way to study in practice the integrability of Hamiltonian systems.
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