NUMERICAL STUDY OF THE SYSTEMATIC ERROR IN MONTE CARLO SCHEMES FOR SEMICONDUCTORS
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Abstract. The paper studies the convergence behavior of Monte Carlo schemes for semiconductors. A detailed analysis of the systematic error with respect to numerical parameters is performed. Different sources of systematic error are pointed out and illustrated in a spatially one-dimensional test case. The error with respect to the number of simulation particles occurs during the calculation of the internal electric field. The time step error, which is related to the splitting of transport and electric field calculations, vanishes sufficiently fast. The error due to the approximation of the trajectories of particles depends on the ODE solver used in the algorithm. It is negligible compared to the other sources of time step error, when a second order Runge-Kutta solver is used. The error related to the approximate scattering mechanism is the most significant source of error with respect to the time step.
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1. INTRODUCTION

The combination of a statistical solution of the Boltzmann transport equation and a self-consistent solution of the Poisson equation continues to gain popularity as a viable approach to submicrometric device simulation [5,7,16]. In contrast to other simulation tools, like drift-diffusion or hydrodynamic models [1], which involve the solution of coupled systems of partial differential equations, the Boltzmann equation is treated by replacing the distribution function with a representative set of particles. The Monte Carlo approach is a useful tool, since it permits particular physical simulations unattainable in experiments, or even investigations of nonexistent materials in order to emphasize special features of the phenomenon under study. It provides an accurate description of carrier transport phenomena because various scattering mechanisms and band structure models are taken into account.

The Monte Carlo results are affected by discretization and stochastic errors, which influence their accuracy and efficiency. A study of the time step truncation in the bulk case has been performed in [10]. The aim of this paper is to study the discretization error in a prototype device, the $n^+ - n - n^+$ silicon diode. In Section 2
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we introduce the basic equations governing the transport phenomena as well as the main scattering mechanisms for silicon. In Section 3 the Monte Carlo algorithms are described. In particular, the self scattering technique and the constant time technique are recalled. In Section 4 the setup of the numerical experiments is defined. The main results are presented in Section 5. The systematic error due to the particle number and to the splitting time step is analyzed. Various sources of the discretization error are pointed out. Issues related to the efficiency of the algorithms are discussed. Finally, some conclusions are drawn in Section 6.

2. Basic equations

We study Monte Carlo algorithms (cf. [5]) for the Boltzmann transport equation of the form

$$\left[ \frac{\partial}{\partial t} + v(k) \cdot \nabla_x - \frac{q}{\hbar} E(t, x) \cdot \nabla_k \right] f(t, x, k) = (Qf)(t, x, k). \tag{2.1}$$

The solution $f(t, x, k)$ represents the probability density of finding an electron at time $t$ in the position $x$, with the wave-vector $k$.

In the quasi parabolic approximation the kinetic energy $\varepsilon(k)$ of an electron satisfies the relation

$$\varepsilon(k) [1 + \alpha \varepsilon(k)] = \frac{\hbar^2 |k|^2}{2m^*}, \quad k \in \Omega, \tag{2.2}$$

and the electron (group) velocity is given by

$$v(k) = \frac{1}{\hbar} \nabla_k \varepsilon(k) = \frac{\hbar k}{m^*[1 + 2\alpha \varepsilon(k)]}. \tag{2.3}$$

The effective electron mass $m^*$ equals 0.32 $m_e$ in silicon, the nonparabolicity factor $\alpha$ equals 0.5 eV$^{-1}$ in silicon, and $\hbar$ denotes Planck’s constant divided by $2\pi$. The domain $\Omega$ is called first Brillouin zone, which is a characteristic of each material. We refer to [5], Section 2.2.5, for further details.

The electric field is defined as

$$E(t, x) = -\nabla_x \Phi(t, x). \tag{2.4}$$

The electric potential $\Phi$ is related to the solution $f$ by the Poisson equation

$$\epsilon \Delta_x \Phi(t, x) = q \left[ n(t, x) - N_D(x) \right], \tag{2.5}$$

where the electron density is given by

$$n(t, x) = \int_{\Omega} f(t, x, k) \, dk. \tag{2.6}$$

Here $N_D$ denotes the donor density, $q$ is the absolute value of the electron charge and $\epsilon$ is the permittivity.

The linear scattering collision operator has the form

$$(Qf)(t, x, k) = \int_{\Omega} S(k', k) f(t, x, k') \, dk' - \lambda(k) f(t, x, k), \tag{2.7}$$

where

$$\lambda(k) = \int_{\Omega} S(k, k') \, dk'$$

is the total scattering rate.
Remark 2.1. The electron-electron interaction is taken into account in the framework of the mean field approximation through the Poisson equation (2.5). This is justified in the case of low electron density, for which the short range collisions between electrons can be neglected.

The main scattering mechanisms in silicon, at room temperature, are due to electron-phonon interactions (acoustic and optical). The transition rate from a state \( k \) to a state \( k' \) is modeled as (cf. [6], Sect. III.D.1)

\[
S(k, k') = K_0 \delta(\varepsilon(k') - \varepsilon(k)) + \sum_{i=1}^{6} K_i \left[ \delta(\varepsilon(k') - \varepsilon(k) + \hbar \omega_i) (n_{q_i} + 1) + \delta(\varepsilon(k') - \varepsilon(k) - \hbar \omega_i) n_{q_i} \right],
\]

where \( \hbar \omega_i \) is a phonon energy. According to Bose-Einstein statistics, the phonon equilibrium distribution is given by

\[
n_{q_i} = \frac{1}{\exp(h \omega_i/k_B T_L) - 1},
\]

where \( T_L \) is the lattice temperature. The function

\[
K_0 = \frac{k_B T_L \Xi_d^2}{4 \pi^2 \hbar \rho v_s^2}
\]

represents the intravalley elastic scattering transition rate, where \( \Xi_d \) is the acoustic-phonon deformation potential, \( \rho \) is the silicon mass density and \( v_s \) denotes the sound velocity of the longitudinal acoustic mode. The inelastic scattering rates have the form

\[
K_i = \frac{Z_f (D_i K_i)^2}{8 \pi^2 \rho \omega_i}, \quad i = 1, \ldots, 6,
\]

where \( D_i \) is the deformation potential for the \( i \)-th optical phonon, and \( Z_f \) is the number of final equivalent valleys for the considered inter-valley scattering.

Finally, boundary conditions are added to (2.5), taking into account an external field. Boundary conditions to (2.1) are more complicated. In the one-dimensional case considered later we will assume periodic boundaries.

### 3. Monte Carlo algorithms

The Monte Carlo approach is based on a stochastic particle system of the form

\[
\left( x_i(t), k_i(t) \right), \quad i = 1, \ldots, N, \quad t \geq 0,
\]

which depends on a time step \( \Delta t \). The system (3.1) provides a numerical algorithm for equation (2.1) in the sense that functionals of the solution \( f \) are approximated (as \( N \to \infty \) and \( \Delta t \to 0 \)) by averages over the particle system.

#### 3.1. Ingredients of the time evolution

The stochastic particles mimic the evolution of electrons in time and space inside the device. Their behavior is determined by the action of external and self-consistent electric fields and of the given scattering mechanisms.

**Field calculation**

During time step \( \Delta t \), the electric field (2.4) is kept fixed (\( = \hat{E}(x) \)) and the particles are moved and scattered independently of each other. At the end of the time step, the electric field is recalculated according to the density provided by the system. This splitting procedure tackles the nonlinearity of the system of equations (2.1)–(2.6), which is in the electric field depending on the solution (cf. Rem. 2.1).
Free flight

During the free flight, particles move according to Newton’s equations of motion (cf. (2.3))

\[
\frac{d}{dt} x_i(t) = v(k_i(t)), \quad \frac{d}{dt} k_i(t) = -\frac{q}{\hbar} \tilde{E}(x_i(t)).
\]  

Equations (3.2) are solved with a numerical scheme, e.g. Runge-Kutta, up to the next scattering time, or to \( \Delta t \) if no scattering occurs.

Scattering time

The scattering process corresponding to equation (2.1) is Markovian. The distribution function of the random scattering time \( \tau_i \) of particle \( i \) is (cf. (2.7))

\[
\text{Prob}(\tau_i < s) = 1 - \exp\left(-\int_0^s \lambda(k_i(t)) \, dt\right).
\]

According to the inverse transform method, the random scattering time is generated by solving the equation

\[
\int_0^{\tau_i} \lambda(k_i(t)) \, dt = -\log u,
\]  

where \( u \in [0, 1] \) is a uniform random number. If (3.3) does not have a solution

\[
\tau_i \in [0, \Delta t],
\]

then the particle \( i \) does not scatter during the time interval \([0, \Delta t]\). This happens with probability

\[
\text{Prob}(\tau_i \geq \Delta t) = \exp\left(-\int_0^{\Delta t} \lambda(k_i(t)) \, dt\right).
\]

However, the integral on the left-hand side of (3.3) cannot be calculated analytically except in some trivial cases (e.g. if \( \lambda \) is constant).

Scattering event

A scattering mechanism is chosen randomly according to the relative probabilities of all possible scattering mechanisms (cf. (2.8)). A new state \( k'_i \) is generated from the differential cross section of this mechanism. After the scattering the electron can remain in the same valley (intravalley scattering) or be drawn into another valley (intervalley scattering).

3.2. Generation of scattering times

There are different ways of dealing with the problem of generating scattering times according to (3.3).

3.2.1. Self scattering technique

A common approach to the generation of scattering times is the introduction of fictitious scattering events. Whenever the self scattering is selected as the collision mechanism, nothing happens to the particle which maintains, after the scattering, the same energy and momentum it had before. The self scattering does not alter the statistical distribution of the real scattering events, but the (artificially increased) total scattering rate changes so that the integral in (3.3) can be handled.
Constant-Gamma scheme

Let $\Gamma$ be a number greater than the largest scattering rate possible in the simulation, i.e.

$$\Gamma \geq \max_{k \in \Omega} \lambda(k).$$  \hfill (3.5)

When introducing the self scattering rate $\Gamma - \lambda(k)$, the total scattering rate becomes constant and the scattering time is obtained from (3.3) as

$$\tau = -\frac{\log u}{\Gamma}.$$  \hfill (3.6)

Piecewise-constant-Gamma scheme

In order to reduce the number of self scattering events, particles are treated differently dependent on their initial energy. Consider, for example, numbers $\Gamma_1$ and $\Gamma_2$ such that

$$\Gamma_1 \geq \max_{\varepsilon(k) \leq \varepsilon_1} \lambda(k), \quad \Gamma_2 \geq \max_{k \in \Omega} \lambda(k),$$  \hfill (3.7)

where $\varepsilon_1$ is some energy level. Particles with energy above $\varepsilon_1$ are treated according to the constant-Gamma scheme with the upper bound $\Gamma_2$. Particles with energy below $\varepsilon_1$ are treated using the upper bound

$$\Gamma(t) = \begin{cases} \Gamma_1, & \text{if } t \leq \tilde{t}_i, \\ \Gamma_2, & \text{otherwise}, \end{cases}$$  \hfill (3.8)

where $\tilde{t}_i$ is the time when $\lambda(k_i(t))$ first crosses the level $\Gamma_1$. When introducing the self scattering rate $\Gamma(t) - \lambda(k_i(t))$, the integral in equation (3.3) takes the form

$$\int_0^s \Gamma(t) \, dt = \begin{cases} s \Gamma_1, & \text{if } s \leq \tilde{t}_i, \\ \tilde{t}_i \Gamma_2 + (s - \tilde{t}_i) \Gamma_2, & \text{otherwise}. \end{cases}$$

Thus, the scattering time is obtained as

$$\tau = \begin{cases} -\frac{\log u}{\Gamma_1}, & \text{if } -\log u \leq \Gamma_1 \tilde{t}_i, \\ -\frac{\log u}{\Gamma_2} + \tilde{t}_i \left(1 - \frac{\Gamma_1}{\Gamma_2}\right), & \text{otherwise}. \end{cases}$$

The constant-Gamma scheme is recovered for the choice $\Gamma_1 = \Gamma_2$.

Individual-Gamma scheme

Here an individual upper bound is used for each particle. Consider a time increment

$$t_{\text{inc}} = \frac{\Delta t}{L}, \quad \text{for some } L = 1, 2, \ldots,$$  \hfill (3.9)

and numbers $\Gamma_{i,l}$, for $i = 1, \ldots, N$ and $l = 1, \ldots, L$, such that

$$\Gamma_{i,l} \geq \max_{t \in [t_{i-1}, t_l]} \lambda(k_i(t)), \quad \text{where } t_l = l \Delta t_{\text{sc}}.$$  

Particles are treated using the upper bound

$$\Gamma_i(t) = \Gamma_{i,l} \text{ if } t \in [t_{i-1}, t_l], \quad l = 1, \ldots, L,$$
and the self scattering rate $\Gamma_i(t) - \lambda(k_i(t))$. The integral in equation (3.3) takes the form

$$\int_0^s \Gamma_i(t) \, dt = \sum_{l=1}^{t(s)-1} \Gamma_{i,l} \Delta t_{inc} + \Gamma_{i,t(s)} \left[ s - (l(s) - 1) \Delta t_{inc} \right],$$

where $l(s)$ is the index such that $s \in (t(l(s)-1), t(l(s)]$. Thus, the scattering time is obtained as follows:

- If there exists $l'$ such that
  $$\Delta t_{inc} \sum_{l=1}^{l'-1} \Gamma_{i,l} < -\log u \leq \Delta t_{inc} \sum_{l=1}^{l'} \Gamma_{i,l},$$
  then
  $$\tau_i = \frac{1}{\Gamma_{i,l'}} \left[ -\log u - \Delta t_{inc} \sum_{l=1}^{l'-1} \Gamma_{i,l} \right] + (l' - 1) \Delta t_{inc}.$$

- If
  $$\Delta t_{inc} \sum_{l=1}^{L} \Gamma_{i,l} < -\log u,$$
  then there is no scattering during the time step $\Delta t$.

Note that the simple formula of the constant-Gamma scheme (cf. (3.6)) is recovered if $\Gamma_{i,l} = \Gamma_i$ for all $l = 1, \ldots, L$ (in particular, if $L = 1$). However, the individual upper bound $\Gamma_i$ satisfies

$$\Gamma_i \geq \max_{t \in [0, \Delta t]} \lambda(k_i(t))$$

instead of (3.5).

### 3.2.2. Constant time technique

This technique is based on a constant scattering time step $\Delta t_{sc}$. Each particle is moved over the time step. Then it suffers a scattering with probability

$$\min \left( 1, \lambda(k_i(\Delta t_{sc})) \Delta t_{sc} \right). \quad (3.10)$$

It is assumed that the scattering time step is small enough so that

$$\lambda(k_i(\Delta t_{sc})) \Delta t_{sc} < 1, \quad i = 1, \ldots, N.$$

Probability (3.10) is obtained from (3.4) by the approximation

$$\exp \left( -\int_0^{\Delta t_{sc}} \lambda(k_i(t)) \, dt \right) \simeq 1 - \int_0^{\Delta t_{sc}} \lambda(k_i(t)) \, dt \simeq 1 - \lambda(k_i(\Delta t_{sc})) \Delta t_{sc}.$$

This approach is similar to the individual-Gamma scheme from Section 3.2.1, but here the scattering time is always a multiple of $\Delta t_{sc}$. 
3.3. Comments

The idea of “self scattering” goes back to [12,13] (see also [3]). The notation Γ was introduced for a constant upper bound of the total scattering rate. The term “Gamma” was used in [17] in order to give names to various modifications of the self scattering approach.

The piecewise-constant-Gamma scheme was introduced in [2] (see also [6], and [5], Sect. 3.4). The generalization to more than two pieces (named “variable Γ scheme”) was treated in [15]. The problem of optimizing the choice of pieces was addressed in [9]. Our description of the method is a slight generalization, where the standard case is obtained for \( \Gamma_1 = \tilde{\lambda}(\varepsilon_1) \) (cf. (3.7)) provided that

\[
\lambda(k) = \tilde{\lambda}(\varepsilon(k)),
\]

for an appropriate function \( \tilde{\lambda} \).

The individual-Gamma scheme from Section 3.2.1 is basically identical to the “constant time method” studied in [17] as a special self scattering technique. A synchronized version (named “ensemble constant time technique”) was described in [11]. In this paper we use a different name in order to have a clear distinction from the method of Section 3.2.2.

The constant time technique from Section 3.2.2 was introduced in [4] (see also [5], p. 251). It is implemented in the DAMOCLES code (cf. [8], p. 19). The name was mentioned by Fischetti in a private communication.

4. Setup of the Numerical Experiments

4.1. Test case

We consider a \( n^+ - n - n^+ \) silicon diode, which is the simplest one-dimensional inhomogeneous structure. This device has often been simulated when new device modeling techniques or transport theories are discussed, because its internal potential bears resemblance to the potential in a MOSFET channel or bipolar junction transistor active region. The diode consists of two highly doped regions \( n^+ \) (called cathode and anode) connected by a less doped region \( n \) called channel. In our simulations, the \( n^+ \) regions are 0.15 \( \mu \)m-long doped to a density of \( 2 \times 10^{17} \) cm\(^{-3} \), while the channel \( n \) is 0.25 \( \mu \)m-long doped with a density of \( 10^{15} \) cm\(^{-3} \). We consider the device at room temperature \( T_0 = 300 \) K and 1 V of applied bias. In order to avoid boundary effects, we adopt periodic boundary conditions so that an electron that exits through an interface is reinjected with the same velocity at the other end of the device.

Several functionals of the solution are calculated, namely the mean velocity, the mean energy, the mean density, the electric field, the potential, and the den sity current (averaged over all spatial cells). To skip transient effects, we have averaged all the functionals between 10 ps and 20 ps, with an observation time step of 0.1 ps. In order to construct confidence intervals, \( N_r \) independent runs are performed for each set of parameters.

The results were obtained in the GRID environment COMETA, where the CPU of each node is an opteron bi-processor dual core.

4.2. Error measurements

Consider some functional (velocity, energy, ...)

\[
F_i(x_j, N, \Delta t), \quad i = 1, \ldots, N_r,
\]

where \( x_j, j = 1, \ldots, C \), indicates the spatial cell and \( N, \Delta t \) are the parameters (particle number, time step) with respect to which convergence is studied. A reference solution \( F^{\text{ref}}(x_j) \) represents the best available dataset.
In order to study the rate of convergence, we introduce the following measures of error depending on the type of the considered functional:

- **Average absolute error (AAE)**
  
  For each cell \( x_j \), the absolute error between the functional (4.1) and the reference solution \( F_{\text{ref}}(x_j) \) is measured. Then the average is taken over the cells, i.e.
  
  \[
  \text{AAE}_i(N, \Delta t) = \frac{1}{C} \sum_{j=1}^{C} |F_i(x_j, N, \Delta t) - F_{\text{ref}}(x_j)|. \tag{4.2}
  \]

- **Fractional truncation error (FTE)**
  
  For functionals that do not depend on the cell (e.g. current density), we introduce
  
  \[
  \text{FTE}_i(N, \Delta t) = \frac{|F_i(N, \Delta t) - F_{\text{ref}}|}{|F_{\text{ref}}|}. \tag{4.3}
  \]

### 4.3. Confidence intervals

Let \( \xi_i, i = 1, ..., N_r \), be a quantity obtained with independent runs (repetitions). The confidence interval is evaluated as

\[
\frac{1}{N_r} \sum_{i=1}^{N_r} \xi_i \pm 3 \sqrt{\frac{1}{N_r} \left( \frac{1}{N_r} \sum_{i=1}^{N_r} \xi_i^2 - \left( \frac{1}{N_r} \sum_{i=1}^{N_r} \xi_i \right)^2 \right)} = \mu \pm \sigma, \tag{4.4}
\]

where the factor 3 corresponds to a 99.7% confidence level.

Confidence intervals for the average absolute error are obtained via (4.4) with (cf. 4.2)

\[
\xi_i(N, \Delta t) = \text{AAE}_i(N, \Delta t).
\]

Confidence intervals for the fractional truncation error are obtained via (4.4) with (cf. 4.3)

\[
\xi_i(N, \Delta t) = \text{FTE}_i(N, \Delta t).
\]

### 5. Results

In the first part we study the systematic error introduced by the finite number of particles \( N \) and by the splitting time step \( \Delta t \). We consider the constant-Gamma self scattering technique (SST) from Section 3.2.1 and the constant time technique (CTT) from Section 3.2.2. A second-first order Runge-Kutta numerical integrator is used in the CTT (cf. [8], p. 11). In this part the parameter choice is \( \Delta t_{sc} = \Delta t \). Both a second-first order Runge-Kutta and a second order Runge-Kutta method are used in the SST.

In the second part we study issues related to the efficiency. As to the SST, the number of self-scatterings is considered. The constant-Gamma scheme is compared with the piecewise-constant-Gamma scheme and the individual-Gamma scheme. The systematic error related to the reduction of self scattering events is pointed out. As to the CTT, the scattering time step \( \Delta t_{sc} \) is taken smaller than the field-adjusting time step \( \Delta t \).

### 5.1. Studies of the systematic error

The error of the Monte Carlo algorithms consists of two components, the systematic error (wrong expectation) and the statistical error (fluctuating estimate of expectation). Two numerical parameters are involved, the particle number \( N \) and the time step \( \Delta t \). The particle number influences both the systematic and statistical errors.
The reference solution $F^{\text{ref}}$, which will be called master curve, is obtained using SST with $N = 620\,000$ particles, time step $\Delta t = 0.001$ ps and $N_r = 10$ repetitions.

### 5.1.1. Particle number error

The origin of this systematic error is in the calculation of the internal electric field. At this stage the particles interact with each other, otherwise they are independent. The dependence vanishes, when the number of particles goes to infinity.

We calculate several functionals with both the CTT and the SST for different values of the particle number $N$. In order to ensure the same level of fluctuations, the number of repetitions $N_r$ is chosen such that $N_r \times N = 6400$. The time step is $\Delta t = 0.001$ ps.

In Figure 1 we plot the functionals “mean velocity” and “mean energy” obtained with the CTT. The corresponding average absolute error is plotted in Figure 2 for CTT and SST. The behavior of the error is the same for both methods. The deviation at the end is due to the fact that CTT involves a time step error even for $\Delta t = 0.001$ ps. The confidence intervals are not displayed because they are less than the size of the symbols.

### 5.1.2. Time step error

This systematic error has different sources:

A: Error due to the wrong electric field, which is updated only at the end of the time step (splitting error);

B: Error due to the wrong particle trajectory, which is obtained by an ODE solver;

C: Error due to the wrong scattering time evolution in the CTT.

We calculate several functionals with both the CTT and the SST for different values of the time step $\Delta t$. The particle number is $N = 62\,000$.

In Figures 3 and 4 we plot the results obtained with SST and CTT, respectively, for the velocity and energy. The AAE corresponding to these fields is plotted in Figure 5. The confidence intervals are smaller than the size of the symbols. The results for other functionals show similar behavior.

For some functionals the confidence interval for CTT does not cover the master value even for the smallest time step used so far. Results for the average density current obtained using CTT with further decreased time steps are given in Figure 6, where the FTE corresponding to this scalar quantity is plotted.

The figures clearly illustrate the different error sources mentioned above. The error of type C is present only in the CTT. The significance of this contribution can be seen by comparing the curves for CTT and SST with second-first order Runge-Kutta in Figure 5. In Figure 7, we plot the average number of real scattering events per particle per time, versus the time step $\Delta t$, obtained using CTT and SST. Even when the number of scattering events is correct ($\Delta t \leq 0.02$ ps), there is still a considerable error due to the wrong moments of scattering in the CTT.

The error of type B can be detected by comparing the SST with second-first order Runge-Kutta and second order Runge-Kutta in Figure 5.

Finally, it can be seen that the error of type A has vanished when the time step is less than 0.05 ps. This is consistent with the following recommendation.

**Remark 5.1.** An electron gas can develop plasma oscillations with angular frequency given by (cf. [4], p. 9736, or [5], p. 252)

$$\omega_p = \sqrt{\frac{q^2 n}{\epsilon m^*}}.$$  

In order to avoid instabilities related to these oscillations, the time step must be chosen considerably smaller than the inverse of $\omega_p$, i.e.

$$\Delta t < \frac{1}{\omega_p} \simeq 0.076 \text{ ps},$$

where the number has been evaluated for the high doping region of the device described in Section 4.1.
5.2. Issues related to the efficiency

Here we address the problem of optimization. As to the CTT, several choices of $\Delta t_{sc} < \Delta t$ are checked. As to the SST, various methods of reducing the number of self scattering events are considered. Finally, we compare the CPU times for different algorithms.
5.2.1. Self scattering technique

In the constant-Gamma scheme the value

\[ \Gamma = 119.2 \text{ ps}^{-1} \]  \hspace{1cm} (5.1)
is used, which corresponds to an energy of 1 eV. The average time step between scattering events is $\Gamma^{-1} = 0.0084$ ps.

Figure 8 shows the energy distribution among particles. Accordingly, we choose $\varepsilon_1 = 0.1$ eV (cf. (3.7)) in the piecewise-constant-Gamma scheme so that about 95% of the particles have an energy below that level. We consider $\Gamma_1 = \lambda(\varepsilon_2)$ (cf. (3.11)), for $\varepsilon_2 = 0.1, 0.2, 0.4, 1.0$ eV. The choice $\varepsilon_2 = 1.0$ eV gives the constant-Gamma scheme, while the choice $\varepsilon_2 = 0.1$ eV provides the standard version of the piecewise-constant-Gamma scheme.

In the individual-Gamma scheme we choose $L = 1$ in (3.9). The individual upper bound $\Gamma_1$ is determined by making the Runge-Kutta step over $\Delta t$ and taking the maximum energy.
Table 1 provides the average scattering numbers per particle per time. Note that the data in the first line of Table 1 are consistent with the quantity (5.1), which represents the average number of scattering events (including self scattering).

Next we study the additional systematic error introduced by the schemes that reduce the number of self scatterings.
Figure 5. Average absolute error for the mean velocity (top) and the mean energy (bottom) as a function of the time step, obtained with the CTT and with the SST (star symbol: Runge Kutta order 1–2, diamond symbol: Runge Kutta order 2).
Figure 6. Fractional truncation error (with confidence intervals) for the average density current versus the time step, obtained with the SST and the CTT.

Figure 7. Average number of real scattering events per particle per time versus the time step, obtained with the SST and the CTT.
Table 1. Average number of scattering events per particle per time (in ps).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>RealScat</th>
<th>SelfScat</th>
<th>SS percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant-Gamma</td>
<td>6.3</td>
<td>113</td>
<td>95%</td>
</tr>
<tr>
<td>p-c-Gamma $\Gamma_1(0.4)$</td>
<td>6.3</td>
<td>45.1</td>
<td>88%</td>
</tr>
<tr>
<td>p-c-Gamma $\Gamma_1(0.2)$</td>
<td>6.3</td>
<td>26.5</td>
<td>81%</td>
</tr>
<tr>
<td>p-c-Gamma $\Gamma_1(0.1)$</td>
<td>6.3</td>
<td>16.4</td>
<td>72%</td>
</tr>
<tr>
<td>Individual-Gamma</td>
<td>6.3</td>
<td>0.12</td>
<td>2%</td>
</tr>
</tbody>
</table>

_Piecewise-constant-Gamma scheme_

The times $\tilde{t}_i$ (cf. (3.8)) are calculated by a linear interpolation. Alternatively, one can determine $\tilde{t}_i$ by solving the equations of motion more precisely, but this would consume further CPU time.

Figure 9 shows the systematic error introduced by this procedure, when calculating the average energy (with $\Delta t = 0.02$ ps). The error disappears, when the energy level $\epsilon_2$ is increased. We have also counted the corresponding numbers of $\tilde{t}_i$-calculations. They show how often a particle starting with an energy below $\epsilon_1$ has an energy above $\epsilon_2$ at the end of the time step. These numbers decrease with an increasing energy level and are almost zero for $\epsilon_2 = 0.4$ eV.

_Individual-Gamma scheme_

Figure 10 shows the percentage of scattering times outside the time step. In all these cases the Runge-Kutta prediction is used for making the free flow step.

We have also counted the number of cases where the energy calculated inside the time step is indeed _bigger_ than the individual upper bound. This number grows with the time step so that some systematic error may occur. However, in the present test case it remains sufficiently small, and the individual-Gamma scheme does not produce any visible systematic error for the time steps 0.02 ps and 0.05 ps.
5.2.2. Constant time technique

We have fixed $\Delta t_{sc} = 0.001$ ps and compared the cases $\Delta t = 0.001$ ps with $\Delta t = 0.02$ ps and $\Delta t = 0.05$ ps. Results for the mean velocity are displayed in Figure 11. Other functionals show similar behavior. There is no visible additional error for $\Delta t = 0.02$ ps, but considerable error occurs for $\Delta t = 0.05$ ps.
Figure 11. Mean velocity as a function of the position, obtained with the CTT for different field-adjusting time steps.

Figure 12. CPU times versus the time step, obtained for different methods with particle number $N = 62\,000$ and one repetition.
5.2.3. Comparison

Figure 12 provides the CPU times for the methods (SST and CTT) used for the study of the systematic error in Section 5.1, and for the individual-Gamma scheme (IG).

The efficiency gain factor represents the relation between the CPU times for two methods needed to obtain a given accuracy. According to Figure 12, there is an efficiency gain of at least one order of magnitude, when comparing the individual-Gamma scheme (with $\Delta t = 0.05$ ps) and the CTT (with $\Delta t = 0.001$ ps), which produce a similar systematic error (cf. Fig. 5).

The efficiency gain factor depends on the class of calculated functionals and on the desired precision of the results. For example, the above mentioned efficiency gain between the individual-Gamma scheme and the CTT would further increase, when considering the functional studied in Figure 6. According to Figure 12, the gain factor, when comparing the individual-Gamma scheme and the constant-Gamma scheme, grows from about 1.5 for $\Delta t = 0.01$ ps to more than 3 for $\Delta t = 0.05$ ps (both methods produce the same systematic error).

Other observations not displayed in the figure were as follows. There is a gain of about 30% in CPU time, when comparing the piecewise-constant-Gamma scheme with $\Delta t = 0.02$ ps and $\varepsilon_2 = 0.4$ eV (when the additional systematic error is negligible, cf. Fig. 9) and the constant-Gamma scheme. There is no significant reduction in the CPU time for the CTT (from 1278 s to 1226 s), when comparing the cases $\Delta t = \Delta t_{sc} = 0.001$ ps and $\Delta t = 0.02$ ps, $\Delta t_{sc} = 0.001$ ps (when the additional systematic error is negligible, cf. Fig. 11).

6. Conclusions

The convergence behavior of various Monte Carlo schemes for semiconductors has been studied in the case of a $n^+ - n - n^+$ silicon diode. A detailed analysis of the systematic error with respect to numerical parameters was performed.

Errors due to the calculation of the internal electric field vanish rather rapidly. This applies both to the error related to the finite particle number and to the splitting time step error. The error due to the approximation of the particle trajectories is negligible, when a high order ODE solver is used.

The wrong scattering times are the most significant source of error. This type of error is present only in the constant time technique. It is reduced considerably when the scattering time step is taken smaller than the field-adjusting time step. This procedure simply brings the method closer to the self scattering technique. An analogous situation is observed in the case of the classical Boltzmann equation from rarefied gas dynamics for the Nanbu-scheme in relation to the Bird-scheme (see [14], Sects. 3.5.4 and 3.5.5).

A performance comparison of the algorithms has been carried out. The systematic error related to various efficiency improving schemes was analyzed. For the particular one-dimensional device considered, the self scattering technique (with a second order Runge-Kutta solver and individual majorants) turns out to be more efficient than the constant time technique (by one order of magnitude). Clearly the quantitative statements about efficiency depend on the test case. Moreover, CPU time measurements are computer and implementation dependent. However, the results concerning the systematic error and the number of self-scattering events provide useful indicators for further efficiency studies.
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