OPTIMIZED SCHWARZ METHODS FOR THE BIDOMAIN SYSTEM IN ELECTROCARDIOLOGY
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Abstract. The propagation of the action potential in the heart chambers is accurately described by the Bidomain model, which is commonly accepted and used in the specialist literature. However, its mathematical structure of a degenerate parabolic system entails high computational costs in the numerical solution of the associated linear system. Domain decomposition methods are a natural way to reduce computational costs, and Optimized Schwarz Methods have proven in the recent years their effectiveness in accelerating the convergence of such algorithms. The latter are based on interface matching conditions more efficient than the classical Dirichlet or Neumann ones. In this paper we analyze an Optimized Schwarz approach for the numerical solution of the Bidomain problem. We assess the convergence of the iterative method by means of Fourier analysis, and we investigate the parameter optimization in the interface conditions. Numerical results in 2D and 3D are given to show the effectiveness of the method.
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1. Introduction

Schwarz algorithms have become increasingly popular over the last decades, due to a widespread availability of more and more powerful distributed computers. The classical Schwarz method was applied to a wide range of partial differential equations, from linear elasticity [18, 19] to time harmonic Maxwell’s equations [53] and convergence results can be found in several books, see [47, 51, 54], and authoritative reviews, see [5, 59, 60]. The convergence rate of the classical Schwarz method, however, is rather slow and very much dependent on the size of the overlap. Moreover, in general the classical Schwarz method is not convergent in the absence of overlap. To overcome these drawbacks, a new class of Schwarz methods was developed in recent years, namely the optimized Schwarz methods. These methods are based on more effective transmission conditions than the classical Dirichlet conditions at the interfaces between subdomains. Originally, P.L. Lions proposed Robin conditions to obtain convergence without overlap, see [34], while in a short note on non-linear problems [29] Hagstrom et al. suggested nonlocal operators for best performance. In [6], these optimal, non-local transmission conditions were developed for advection-diffusion problems, with local approximations for small viscosity, and

Keywords and phrases. Domain decomposition, optimized schwarz methods, computational electrocardiology.

¹ BCAM, Basque Center for Applied Mathematics, Bilbao, Spain. lgerardo@bcamath.org
² Dept. of Scientific Computing, The Florida State University, Thallahassee, FL, USA. mperego@fsu.edu

Article published by EDP Sciences © EDP Sciences, SMAI 2013
low order frequency approximations were proposed in [13, 38]. Optimized transmission conditions for the best performance in a given class of local transmission conditions were introduced for advection diffusion problems in [31], for the Helmholtz equation in [7, 24], for Laplace’s equation in [17] and for Maxwell’s equation [3]. For complete results and attainable performance for symmetric, positive definite problems, see [20], and for time dependent problems, see [21, 23]. The Optimized Schwarz methods were also extended to systems of partial differential equations, such as the compressible Euler equations [14] and the full Maxwell system [15]. Recently, Optimized Schwarz strategies have been proposed for the coupling of heterogeneous models, such as in Fluid-Structure Interaction problem [27] and in the coupling of Bidomain and Monodomain models in electrocardiology [28].

The Bidomain model is commonly considered as one of the most complete and accurate models to describe the propagation of the electrical potential in the myocardium tissue, see e.g. [30, 32, 46, 48, 49]. It consists of a system of nonlinear unsteady partial differential equations including the dynamics of intra and extracellular potentials. The discretization of the Bidomain model is often based on a finite element approximation in space and on implicit-explicit time advancing schemes, that allow to skip the expensive solution of nonlinear systems. The degenerate parabolic nature of this system, however, entails a very ill conditioning for the linear system associated to the Bidomain discretization. In the recent years many efforts have been devoted to the set up of efficient solvers and preconditioners to reduce the high computational costs associated to its numerical solution [9, 10, 33, 37, 41, 52, 56, 57], possibly based on multigrid approaches [39, 42, 43, 50, 58] or suitable approximations of the equations [26]. Among these works, most are based on a proper decomposition of the computational domain in order to set up parallel preconditioners, or on suitable multigrid schemes still coupled with parallel architectures. In particular, a Classical Schwarz Method coupled with a multigrid approach has been proposed in [39].

In this paper we introduce and analyze an Optimized Schwarz approach to the numerical solution of the Bidomain system in non-symmetric formulation. We rely on Fourier analysis to assess the convergence of the algorithm and to identify the optimal parameters that can be used in the Robin-type interface coupling between the subdomains. This paper can be considered a second step in the presentation of a model adaptive strategy where the costly Bidomain is solved only where actually needed. The computational domain is split into several subdomains, where the Bidomain or the Monodomain models are solved according to a suitable estimator following the wavefront propagation, and where an Optimized Schwarz method is used to couple the subdomain problems [25]. In [28] the convergence of the Optimized Schwarz coupling between Bidomain and Monodomain was proven, while this paper is devoted to the Bidomain-Bidomain coupling.

The paper is organized as follow. In Section 2 the Bidomain system and its numerical approximation are introduced. In Section 3 the Classical Schwarz Method applied to the Bidomain system is described and its convergence properties are enlightened by means of Fourier analysis. In Section 4 the Optimized Schwarz Method for the Bidomain system is introduced and its convergence properties are analyzed, introducing different possible choices for the Robin interface conditions. In Section 5 the use of the Optimized Schwarz Method as a preconditioner for a Krylov solution to the interface problem is introduced. Finally, Section 6 contains numerical tests in two and three dimensions illustrating the convergence properties of the method, and enlightening the parameters combination that provide interface conditions which are robust at once with respect to mesh size and fibers directions.

2. The Bidomain system and its numerical approximation

The cardiac tissue can be represented as a superposition of intra and extracellular media connected by a cell membrane dislocated in the domain. The Bidomain model should take into account the direction of the cardiac fibers. Anatomical studies show that the fibers direction rotates counterclockwise from epicardium to endocardium and that they are arranged in sheets, running across the myocardial wall (see e.g. [49]). We set the problem in a bounded region \( \Omega \subset \mathbb{R}^3 \), and we assume that the cardiac tissue is characterized at each point by three directions: \( a_l \) along the fiber, \( a_t \) orthogonal to the fiber direction and in the fiber sheet and \( a_n \) orthogonal
applied external stimuli must fulfill the compatibility condition

\[ \chi \text{d} \mathbf{u} - \nabla \cdot \Gamma \nabla \mathbf{u} + \chi I_{\text{ion}}(\mathbf{u}, \mathbf{w}) = I_{\text{app}} \]

Let \( u_i \) and \( u_e \) be the intra and extracellular potentials respectively and \( u = u_i - u_e \) be the transmembrane potential. The density current in each domain can be computed as \( \mathbf{J}_\tau = -\mathbf{D}_\tau \nabla u_\tau \), \( \tau = i, e \). The net current flux between the intra and extracellular domain is assumed to be zero as a consequence of the charge conservation in an arbitrary portion of tissue. Denoting by \( \chi \) the ratio of membrane area per tissue volume, we get

\[ \chi C_m \partial_t u - \nabla \cdot \mathbf{D}_\tau \nabla u + \chi I_{\text{ion}}(u, \mathbf{w}) = I_{\text{app}} \]

where \( I_{\text{ion}}(u, w) \) is a non-linear function of the transmembrane potential \( u \), specified by a ionic model, and \( I_{\text{app}} \) are applied external stimuli. The problem is completed by initial conditions, \( u_i(x,0) = u_{i,0}, u_e(x,0) = u_{e,0} \), \( u(x,0) = u_i - u_e \) and by homogeneous Neumann boundary conditions on \( \partial \Omega \), modeling an insulated myocardium,

\[ \mathbf{n}^T \mathbf{D}_i \nabla u_i(x,t) = 0 \quad \text{and} \quad \mathbf{n}^T \mathbf{D}_e \nabla u_e(x,t) = 0, \quad \text{on} \ \partial \Omega \times (0,T), \]

where \( \mathbf{n} \) is the unit normal outward-pointing vector on the surface. As a consequence of the Gauss theorem, the applied external stimuli must fulfill the compatibility condition

\[ \int_{\Omega} I_{\text{app}}^i \, d\mathbf{x} = \int_{\Omega} I_{\text{app}}^e \, d\mathbf{x}. \]

System (2.2) consists of two parabolic reaction diffusion equations for \( u_i \) and \( u_e \) where the vector of time derivatives is multiplied by a singular matrix. The system is thus said to be degenerate. The transmembrane potential \( u \) is uniquely determined, while the intra and extracellular potentials \( u_i \) and \( u_e \) are determined up to the same function of time, whose value is usually obtained by imposing that \( u_e \) has zero mean on \( \Omega \). For well-posedness analysis of the Bidomain problem see [12] (Fitzhugh–Nagumo model) and [55] (Luo–Rudy I model).

In what follows we will rely on a non-symmetric formulation of (2.2) (see e.g. [26]). By linear combinations of the two equations in (2.2), with coefficients \( \frac{1}{1+\lambda}, -\frac{1}{1+\lambda} \), and \((1,1), \) Bidomain system can be reformulated in terms of the transmembrane and the extracellular potentials \( u \) and \( u_e \). We let \( \mathbf{u} = (u, u_e)^T \), and defining

\[ \mathbf{D} = \begin{bmatrix} \frac{1}{1+\lambda} \mathbf{D}_i & \frac{1}{1+\lambda} \mathbf{D}_i - \frac{1}{1+\lambda} \mathbf{D}_e \\ \mathbf{D}_i & \mathbf{D}_e \end{bmatrix}, \quad \mathbf{D}_B = \begin{bmatrix} \mathbf{D}_i & \mathbf{D}_i \\ 0 & \mathbf{D}_e \end{bmatrix}, \quad \mathbf{E}_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \mathbf{e}_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \]

the non-symmetric Bidomain reads

\[ \begin{cases} \chi C_m \mathbf{E}_1 \partial_t \mathbf{u} - \nabla \cdot \mathbf{D} \nabla \mathbf{u} + \chi I_{\text{ion}}(\mathbf{u}, \mathbf{w}) \mathbf{e}_1 = I_{\text{app}} \\
\mathbf{u}(\mathbf{x}, 0) = \mathbf{u}_0(\mathbf{x}) \quad \mathbf{n}^T \mathbf{D}_B \nabla \mathbf{u}|_{\partial \Omega} = 0, \end{cases} \]
where we have \( I_{\text{app}} = \left( \frac{I_{\text{app}} + I_{\text{app}}}{1 + \lambda} \right) + I_{\text{app}} - I_{\text{app}} \). The motivation for this choice is twofold. On the one hand, in view of a model adaptive strategy, the presence of the membrane potential \( u \) in the non symmetric formulation naturally fits in the coupling with the Monodomain model. On the other hand, the parabolic-elliptic formulation (2.5) is widely used in the Bioengineering community, and features better scalability properties in a parallel settings when block-preconditioners are employed [40].

In the rest of the paper, following [28], we choose \( \lambda = \sigma_e^l/\sigma_l^l \), and the conductivity matrix reads

\[
D = \begin{bmatrix}
\frac{\sigma_e^l}{\sigma_l^l + \sigma_e^l} D_1 & \frac{\sigma_e^l}{\sigma_l^l + \sigma_e^l} D_1 - \frac{\sigma_e^l}{\sigma_l^l + \sigma_e^l} D_e \\
D_1 & D_1 + D_e
\end{bmatrix}.
\]

### 2.1. Numerical approximation

We give a quick glance to the numerical approximation of the Bidomain model. Since this is a well established subject, we do not dwell much on this topic, but for a more detailed description we refer the interested reader to e.g. [10, 11, 57].

#### 2.1.1. Time integration

Let us assume to use a fixed time step \( \Delta t \), even if time adaptive schemes have been considered as well (see e.g. [10, 44]). We denote with superscript \( n \) the variables computed at time \( t^n = n\Delta t \). The Bidomain equations (2.5) can be advanced in time by a semi-implicit scheme. The ionic variables \( w \) are integrated exactly in time upon an appropriate linearization around the membrane potential at the previous time step (see e.g. [44]). The time step is selected to guarantee stability to the time advancing scheme. In what follows we do not rely on a specific choice for the ionic model describing the cell membrane currents. More precisely, for \( 0 < n \leq N = T / \Delta t \), moving from \( t^n \) to \( t^{n+1} \), we solve in \( \Omega \)

\[
\begin{cases}
C_m \frac{u^{n+1} - u^n}{\Delta t} - \nabla \cdot D \nabla u^{n+1} = I_{\text{app}} - \chi I_{\text{ion}}(u^n, w^{n+1}) e_1 \\
u^0(x) = u_0(x) \\
\n^T D_B \nabla u^{n+1}|_{\partial \Omega} = 0.
\end{cases}
\]

In the sequel we let

\[
f^{n+1} = \frac{\chi C_m}{\Delta t} u^n + I_{\text{app}} - \chi I_{\text{ion}}(u^n, w^{n+1}) e_1,
\]

and we drop any index referring to time discretization as long as the context is clear.

#### 2.1.2. Space discretization

We discretize in space the domain with a regular triangulation \( T_h \) and we consider a finite element space \( V_h \), in which we will look for the approximate solutions, that we denote by \( u^h \) and \( u_e^h \). For the numerical tests in Section 6, we chose \( V_h \) as the space of piecewise linear continuous functions on \( T_h \), but we claim that other finite element spaces can be used [10, 57].

We denote by \( \Phi = \{ \varphi_j \}_{j=1}^N \) a basis for \( V_h \), by \( K_\tau \) \((\tau = i, e)\) the stiffness matrix with \( K_\tau^{ij} = \sum_{K \in T_h} (D_\tau \nabla \varphi_j, \nabla \varphi_i)_K \), and by \( M \) the mass matrix with entries \( M^{ij} = \sum_{K \in T_h} (\varphi_j, \varphi_i)_K, \varphi_i, \varphi_j \in \Phi \).

The unknowns of the fully discrete problem are represented by vectors \( u \) and \( u_e \), storing the nodal values of \( u^h \) and \( u_e^h \), respectively, and we let \( f \) denote the discretization of the forcing term \( f \).

At step \( t^{n+1} \) the discrete Bidomain model solves

\[
B u^{n+1} = f^{n+1}, \quad B = \begin{bmatrix}
\frac{\chi C_m}{\Delta t} M & \frac{\sigma_e^l K_i}{\sigma_l^l + \sigma_e^l} & \frac{\sigma_e^l K_i}{\sigma_l^l + \sigma_e^l} & \frac{\sigma_e^l K_e}{\sigma_l^l + \sigma_e^l} \\
\frac{\sigma_e^l K_i}{\sigma_l^l + \sigma_e^l} & \frac{\sigma_e^l K_i}{\sigma_l^l + \sigma_e^l} - \frac{\sigma_e^l K_e}{\sigma_l^l + \sigma_e^l} \\
\frac{\sigma_e^l K_i}{\sigma_l^l + \sigma_e^l} & \frac{\sigma_e^l K_i}{\sigma_l^l + \sigma_e^l} - \frac{\sigma_e^l K_e}{\sigma_l^l + \sigma_e^l} \\
K_i & K_i + K_e
\end{bmatrix}, \quad u = \begin{bmatrix} u \\ u_e \end{bmatrix}.
\]

(2.7)
Since the Bidomain system (2.2) is degenerate, the matrix $B$ in its discrete formulation is singular, with a kernel spanned by the constants. We thus solve (2.7) with an iterative method (GMRES, due to its lack of symmetry) and we force a zero mean value on the extracellular potential by imposing $1^T M u_e = 0$.

3. Classical Schwarz Method

In order to present the classical Schwarz Algorithm, we decompose the computational domain into two overlapping subdomains as illustrated in Figure 1. We choose to describe the formulation in a two-domain settings for sake of simplicity in presentation, but the extension of the algorithm formulation to an arbitrary number of subdomains does not present any conceptual difficulties. We denote with $u_{i,l}$, $u_{e,l}$, and $u_l = u_{i,l} - u_{e,l}$ ($l = 1, 2$) the intracellular, extracellular and transmembrane potentials in $\Omega_1$ and $\Omega_2$, respectively. The unknowns are collected in the vectors $u_l = (u_{i,l}, u_{e,l})^T$ ($l = 1, 2$). At each time step, the classical alternating Schwarz algorithm enforces Dirichlet continuities on the interfaces and reads as follows.

Given $u_2^0$ on $\Gamma_{12}$, solve for $p \geq 0$ until convergence

\[
\begin{align*}
\frac{\chi C_m}{\Delta t} E_1 u_1^{p+1} - \nabla \cdot D \nabla u_1^{p+1} &= f_1 & \text{in } \Omega_1 \\
n_1^T D_B \nabla u_1^{p+1} &= 0 & \text{on } \partial \Omega_1 \cap \partial \Omega \\
u_1^{p+1} &= u_1^p & \text{on } \Gamma_{12}
\end{align*}
\]

\[
\begin{align*}
\frac{\chi C_m}{\Delta t} E_1 u_2^{p+1} - \nabla \cdot D \nabla u_2^{p+1} &= f_2 & \text{in } \Omega_2 \\
n_2^T D_B \nabla u_2^{p+1} &= 0 & \text{on } \partial \Omega_2 \cap \partial \Omega \\
u_2^{p+1} &= u_2^p & \text{on } \Gamma_{21}.
\end{align*}
\]

The Classical Schwarz Algorithm above can be easily parallelized by choosing $u_1^p$ instead of $u_1^{p+1}$ on $\Gamma_{21}$. In such case also an initial value $u_1^0$ has to be provided on $\Gamma_{21}$.

3.1. Convergence analysis

We analyze here the convergence properties of the classical Schwarz algorithm via Fourier analysis, and to this aim we consider throughout this section the problem on the infinite domain $\Omega = \mathbb{R}^3$, decomposed into

\[
\begin{align*}
\Omega_1 &= (-\infty, L) \times \mathbb{R}^2, & \Omega_2 &= (0, \infty) \times \mathbb{R}^2.
\end{align*}
\]
where the interfaces are \( I_{12} = \{ L \} \times \mathbb{R}^2 \) and \( I_{21} = \{ 0 \} \times \mathbb{R}^2 \), and the overlap size is \( L \geq 0 \). We disregard here the boundary conditions and require the solutions to be bounded at infinity. Notice that the asymptotic requirements for the Fourier transformability of the extracellular potential automatically fix the arbitrary function of time.

We assume axial symmetry of the fibers, and the longitudinal axis of the fibers (the principal direction of the action potential propagation) to be orthogonal to the interface \( \Gamma \), so that the diffusion tensors are given by

\[
D_i = \begin{bmatrix} \sigma_i^l & 0 \\ \sigma_i^t & \sigma_i^l \end{bmatrix} \quad D_e = \begin{bmatrix} \sigma_e^l & 0 \\ \sigma_e^t & \sigma_e^l \end{bmatrix}
\]

being \( I_2 \) the 2\times2 identity matrix.

We apply a Fourier transform in the \( y \) and \( z \) directions, which is defined, for any \( w(x, y, z) \in L^2(\mathbb{R}^3) \), as

\[
\mathcal{F} : w(x, y, z) \mapsto \hat{w}(x, k_y, k_z) = \int_{\mathbb{R}^2} e^{-ik_y y + ik_z z} w(x, y, z) \, dy \, dz,
\]

where we denote by \( k_y \) and \( k_z \) the dual variables. We note in the sequel \( k^2 = k_y^2 + k_z^2 \), and we can quantify in the frequency space, without loss of generality, the error on the interface \( I_{12} \) at the \( p \)-th iteration as \( \varepsilon^p = \hat{u}^p_2(L, k) - \hat{u}^p_2(L, k) \). This allows us to define the reduction factor of the Schwarz algorithm at the \((p+1)\)-th iteration as the spectral radius of the iteration matrix mapping \( \varepsilon^p \) into \( \varepsilon^{p+1} \). Since the time discretized problem is linear, it is enough to analyze the convergence to the zero solution in the absence of forcing terms (i.e. for \( f_1 = f_2 = 0 \)).

In the Fourier space, the Bidomain equation within \( \Omega_j \) (\( j = 1, 2 \)) is given by (see also [28])

\[
\begin{bmatrix}
\frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} & 0 \\
\frac{\sigma_i^t}{\sigma_i^l + \sigma_e^l} & \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l}
\end{bmatrix}
\begin{bmatrix}
\partial_{xx} \hat{u}_j \\
\partial_{xx} \hat{u}_{e,j}
\end{bmatrix}
= \begin{bmatrix}
\chi \frac{C_m}{\Delta t} \left( \frac{1}{\sigma_i^l} + \frac{1}{\sigma_e^l} \right) + \frac{\sigma_i^t}{\sigma_i^l + \sigma_e^l} k^2 \left( \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} \right) \\
- \chi \frac{C_m}{\Delta t} \frac{1}{\sigma_e^l} + \frac{\sigma_i^t}{\sigma_i^l + \sigma_e^l} k^2
\end{bmatrix}
\begin{bmatrix}
\hat{u}_j \\
\hat{u}_{e,j}
\end{bmatrix},
\]

and a simple algebra yields

\[
\partial_{xx} \hat{u}_j = A(k) \hat{u}_j \quad A(k) = \begin{bmatrix}
\chi \frac{C_m}{\Delta t} \left( \frac{1}{\sigma_i^l} + \frac{1}{\sigma_e^l} \right) + \frac{\sigma_i^t}{\sigma_i^l + \sigma_e^l} k^2 \left( \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} \right) \\
- \chi \frac{C_m}{\Delta t} \frac{1}{\sigma_e^l} + \frac{\sigma_i^t}{\sigma_i^l + \sigma_e^l} k^2
\end{bmatrix}.
\]

**Proposition 3.1.** For \( L > 0 \) the Classical Schwarz Algorithm (3.1) converges for every initial guess and for every Fourier mode \( k > 0 \). Moreover, its reduction factor is independent of the iteration and is given by

\[
\rho_u^{\text{Cl}}(k, L) = e^{-2 \sqrt{\eta^+(k)} L},
\]

for the error in \( u \), and by

\[
\rho_{u_e}^{\text{Cl}}(k, L) = e^{-2 \sqrt{\eta^-(k)} L},
\]

for the error in \( u_e \), where \( \eta^+(k) \) are the eigenvalues of the \( 2 \times 2 \) matrix \( A(k) \) defined in (3.3).

**Proof.** Given \( \hat{u}^p_2 \) on \( \{ k \in \mathbb{R}, \ x \geq 0 \} \), the \((p+1)\)-th iteration of the classical Schwarz Algorithm solves in the Fourier space

\[
\begin{align*}
\partial_{xx} \hat{u}_1^{p+1} &= A(k) \hat{u}_1^{p+1} \quad k \in \mathbb{R}, \ x < L \\
\hat{u}_1^{p+1} &= \hat{u}_2^p \quad k \in \mathbb{R}, \ x = L \\
\partial_{xx} \hat{u}_2^{p+1} &= A(k) \hat{u}_2^{p+1} \quad k \in \mathbb{R}, \ x > 0 \\
\hat{u}_2^{p+1} &= \hat{u}_1^p \quad k \in \mathbb{R}, \ x = 0.
\end{align*}
\]

In both subdomains, we solve Bidomain system by diagonalizing the matrix \( A(k) = W(k) H(k) W^{-1}(k) \) and introducing the characteristic variables \( z^{p+1} = W^{-1}(k) \hat{u}^{p+1} \), namely

\[
\begin{cases}
\partial_{xx} z^{p+1} = H(k) z^{p+1} \\
\hat{u}^{p+1} = W(k) z^{p+1},
\end{cases}
\]

\[
H(k) = \begin{bmatrix} \eta^+(k) & 0 \\ 0 & \eta^-(k) \end{bmatrix}, \quad W(k) = \begin{bmatrix} w^+(k) & w^-(k) \end{bmatrix}.
\]
The eigenvalues of $A(k)$ are

$$
\eta^\pm(k) = \frac{1}{2} \left[ \frac{1}{\sigma_2^i} \left( \lambda C_m + \sigma_2^i k^2 \right) + \frac{1}{\sigma_2^e} \left( \lambda C_m + \sigma_2^e k^2 \right) \right] \\
\pm \frac{1}{2} \sqrt{\left[ \frac{1}{\sigma_2^i} \left( \lambda C_m + \sigma_2^i k^2 \right) - \frac{1}{\sigma_2^e} \left( \lambda C_m + \sigma_2^e k^2 \right) \right]^2 + \frac{4}{\sigma_2^i \sigma_2^e} \left( \lambda C_m \right)^2},
$$

(3.8)

while the corresponding eigenvectors are

$$
w^+(k) = \begin{bmatrix} A_{12}(k) \\ \eta^+(k) - A_{11}(k) \end{bmatrix} \quad w^-(k) = \begin{bmatrix} A_{12}(k) \\ \eta^-(k) - A_{11}(k) \end{bmatrix}.
$$

Since $\det A(k) > 0$ and $|\text{tr} A(k)|^2 - 4 \det A(k) > 0$, both eigenvalues $\eta^\pm(k)$ are real positive. The condition at infinity excludes growing solutions as $x \to \pm \infty$, thus the general solution in $\Omega_1$ at the $(p + 1)$-th iteration is given by

$$
\tilde{u}^{p+1}_1(x, k) = \beta_1^{p+1} w^+(k) e^{\sqrt{\eta^+(k)}(x-L)} + \beta_2^{p+1} w^-(k) e^{\sqrt{\eta^-(k)}(x-L)},
$$

(3.9)

while the general solution in $\Omega_2$ at the $(p + 1)$-th iteration is given by

$$
\tilde{u}^{p+1}_2(x, k) = \gamma_1^{p+1} w^+(k) e^{-\sqrt{\eta^+(k)}x} + \gamma_2^{p+1} w^-(k) e^{-\sqrt{\eta^-(k)}x}.
$$

(3.10)

The vectors $\beta^{p+1} = \left( \beta_1^{p+1}, \beta_2^{p+1} \right)$ and $\gamma^{p+1} = \left( \gamma_1^{p+1}, \gamma_2^{p+1} \right)$ are then uniquely determined by the boundary conditions on the interfaces $\{x = 0\}$ and $\{x = L\}$. Owing to (3.6), we get

$$
\beta_1^{p+1} w^+(k) + \beta_2^{p+1} w^-(k) = \gamma_1^{p+1} w^+(k) e^{-\sqrt{\eta^+(k)}L} + \gamma_2^{p+1} w^-(k) e^{-\sqrt{\eta^-(k)}L}
$$

and

$$
\gamma_1^{p+1} w^+(k) + \gamma_2^{p+1} w^-(k) = \beta_1^{p+1} w^+(k) e^{-\sqrt{\eta^+(k)}L} + \beta_2^{p+1} w^-(k) e^{-\sqrt{\eta^-(k)}L},
$$

that, by defining,

$$
L(k, L) = \begin{bmatrix} e^{-\sqrt{\eta^+(k)}L} & 0 \\ 0 & e^{-\sqrt{\eta^-(k)}L} \end{bmatrix},
$$

(3.11)

can be rewritten in matrix form as

$$
W(k) \beta^{p+1} = W(k) L(k, L) \gamma^{p} \quad W(k) \gamma^{p+1} = W(k) L(k, L) \beta^{p+1}.
$$

Since $W(k)$ is invertible for $k > 0$, we get $\gamma^{p+1} = L^2(k, L) \gamma^{p}$, and, given $\gamma^0$,

$$
\gamma^{p} = L^{2p}(k, L) \gamma^0.
$$

The global reduction factor of the Classical Schwarz Algorithm is thus given by the spectral radius of the matrix $L^2(k, L)$

$$
\rho^{\text{Cla}}(k, L) = \max \left( \frac{e^{-2 \sqrt{\eta^+(k)}L}}{e^{-2 \sqrt{\eta^-(k)}L}} \right) = e^{-2 \sqrt{\eta^-(k)}L}
$$

Owing to (3.8), the last equality follows. The diagonal form of the matrix $L(k, L)$, however, allows us to identify a reduction factor for the error in the $u$ variable and one for the $u_e$ variable. In particular we have

$$
\rho_u^{\text{Cla}}(k, L) = e^{-2 \sqrt{\eta^+(k)}L} \quad \rho_{ue}^{\text{Cla}}(k, L) = e^{-2 \sqrt{\eta^-(k)}L},
$$

which concludes the proof. \qed
Remark 3.2. The definition of the reduction factors for the classical Schwarz algorithm (3.4) and (3.5) entails that overlap is mandatory for convergence for all Fourier mode $k > 0$. Moreover, since $\eta^-(0) = 0$, $\rho_{u_e}^{\text{Cla}}(0, L) = 1$ regardless of the overlap size, and the iterative form of the classical Schwarz algorithm does not converge in the extracellular potential for the frequency $k = 0$, corresponding to constant solutions along the interface. This is a consequence of the degenerate nature of the Bidomain system: its kernel in the non-symmetric formulation is spanned by the vector $[0, 1]$ and the value of $u_e$ is known only up to a constant. This problem can be dealt with by forcing at each iteration a zero mean on the extracellular potentials $u_{e,l}$ ($l = 1, 2$), which fixes the arbitrary constant in the solution. Also, another option is to use the classical Schwarz algorithm as a preconditioner for a Krylov method, which can handle isolated problems in the spectrum. This last approach is actually the most popular in the literature [3, 15, 20, 24].

We plot in Figure 2 the reduction factors $\rho_u^{\text{Cla}}(k, L)$ and $\rho_{u_e}^{\text{Cla}}(k, L)$ as a function of $k$, for a mesh size of order $h = 1/64$ (reasonable in applications [8]), and a minimal overlap of size $L = h$: the values of $\sigma^+_{u_e}$ and $\sigma^+_{u_e}$ ($\tau = l, t$) are the ones proposed in [10]. Notice the different scale in the figures: we expect the algorithm to converge much faster on $u$ than on $u_e$, as the latter is associated with the singular part of the operator. Such theoretical conclusion will be supported by numerical evidence in Section 6. We point out that enforcing a zero mean on the extracellular potential to fix the arbitrary constant does not help in terms of convergence. Such procedure is an instance of the null-space method. It is known that, for pure elliptic problems with homogeneous Neumann boundary conditions (which is in practice the case of the equation for the extracellular potential $u_e$), the condition number of the resulting matrices is larger than the effective condition number of the singular matrix [4], and this would eventually increase the iterations counts in the solution of the associated linear system.

4. Optimized Schwarz Method

We introduce here a modification of the classical Dirichlet interface conditions, which lead to Optimized Schwarz Methods. Such methods have become very popular in the last decade [15, 20, 24], and are a generalization of the non-overlapping Robin–Robin algorithm proposed by P.L. Lions in [34], that ensures convergence also without relaxation.
We first derive suitable coupling conditions at the interfaces. We focus on $\Gamma_{12}$, but the adaptation to $\Gamma_{21}$ is straightforward. Let again $u_{i,l}$, $u_{e,l}$, and $u = u_{i,l} - u_{e,l}$ ($l = 1, 2$) denote the intracellular, extracellular and transmembrane potential in $\Omega_1$ and $\Omega_2$, respectively.

Optimized Schwarz Methods are based upon interface continuity requirements on traces and fluxes of Robin type. In this case, the coupling of intracellular and extracellular potentials and fluxes along $\Gamma_{12}$ is given by

$$n_1^T D_i \nabla u_{i,1} + \alpha u_{i,1} = n_1^T D_i \nabla u_{e,2} + \alpha u_{e,2}, \quad n_1^T D_e \nabla u_{e,1} + \beta u_{e,1} = n_1^T D_e \nabla u_{e,2} + \beta u_{e,2}, \quad (4.1)$$

for $\alpha, \beta > 0$. The same linear combinations yielding to the non-symmetric formulation (2.5), applied to (4.1) provide the following equivalent coupling conditions on $\Gamma_{12}$,

$$n_1^T \sigma_i^l D_i (\nabla u_1 + \nabla u_{e,1}) - n_1^T \sigma_e^l D_e \nabla u_{e,1} + \frac{\sigma_e^l}{\sigma_i^l + \sigma_e^l} \alpha u_1 + \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} \beta u_{e,1}$$

$$= n_2^T \sigma_i^l D_i (\nabla u_2 + \nabla u_{e,2}) - n_2^T \sigma_e^l D_e \nabla u_{e,2} + \frac{\sigma_e^l}{\sigma_i^l + \sigma_e^l} \alpha u_2 + \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} \beta u_{e,2}, \quad (4.2)$$

$$n_1^T D_i (\nabla u_1 + \nabla u_{e,1}) + n_1^T D_e \nabla u_{e,1} + \alpha u_1 + (\alpha + \beta) u_{e,1}$$

$$= n_1^T D_i (\nabla u_2 + \nabla u_{e,2}) + n_1^T D_e \nabla u_{e,2} + \alpha u_2 + (\alpha + \beta) u_{e,2}. \quad (4.3)$$

For sake of simplicity we take $\beta$ as a function of $\alpha$, in order to have only one parameter to handle on each interface. In what follows we choose $\beta = \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} \alpha$. Such choice ensures positivity in the coefficients of trace component of the interface condition and simplifies the extracellular potential in the first condition as well. Besides, this is a key ingredient in a model adaptive procedure based on the Bidomain-Monodomain coupling, that is currently under investigation and will be the subject of a forthcoming paper [25].

**Remark 4.1.** Since the linear combinations providing (4.2) and (4.3) are the same that provide the non-symmetric formulation, the flux terms in the interface conditions (4.2) and (4.3) naturally appear as boundary terms in the variational formulation, ensuring well-posedness for the local subproblems in the coupling.

We define

$$\Pi = \begin{bmatrix} \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} & 0 \\ \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} & 1 \end{bmatrix},$$

and a similar argument along $\Gamma_{21}$ leads us to introduce the Optimized Schwarz Algorithm (OSA) as follows.

Given $u_1^p$ and $n_1^T D \nabla u_1^p$ on $\Gamma_{12}$, solve for $p \geq 0$ until convergence

$$\left\{ \begin{array}{l}
\frac{\chi C_m}{\Delta t} E_1 u_1^{p+1} - \nabla \cdot D \nabla u_1^{p+1} = f_1 \\
n_1^T D_B \nabla u_1^{p+1} = 0 \\
n_1^T D \nabla u_1^{p+1} + \alpha_1 \Pi u_1^{p+1} = n_1^T D \nabla u_2^p + \alpha_1 \Pi u_2^p \\
\frac{\chi C_m}{\Delta t} E_1 u_1^{p+1} - \nabla \cdot D \nabla u_1^{p+1} = \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} \alpha u_1 + \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} \beta u_{e,1} \\
n_1^T D_B \nabla u_1^{p+1} = 0 \\
n_1^T D \nabla u_1^{p+1} = \alpha_1 \Pi u_1^{p+1} + \alpha_2 \Pi u_1^{p+1} \\
\frac{\chi C_m}{\Delta t} E_2 u_2^{p+1} - \nabla \cdot D \nabla u_2^{p+1} = f_2 \\
n_2^T D_B \nabla u_2^{p+1} = 0 \\
n_2^T D \nabla u_2^{p+1} + \alpha_2 \Pi u_2^{p+1} = n_2^T D \nabla u_1^p + \alpha_2 \Pi u_1^p \\
\frac{\chi C_m}{\Delta t} E_1 u_2^{p+1} - \nabla \cdot D \nabla u_2^{p+1} = \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} \alpha u_2 + \frac{\sigma_i^l}{\sigma_i^l + \sigma_e^l} \beta u_{e,2} \\
n_2^T D_B \nabla u_2^{p+1} = 0 \\
n_2^T D \nabla u_2^{p+1} = \alpha_1 \Pi u_2^{p+1} + \alpha_2 \Pi u_2^{p+1} \end{array} \right. \quad (4.4)$$

In the present form the Optimized Schwarz Algorithm is sequential, however it can be easily parallelized by choosing $u_1^p$ in the right hand side of the last equation in (4.4). In this case, an initial set of data $u_1^0$ and $n_1^T D \nabla u_1^0$ needs to be assigned as well on $\Gamma_{21}$.
4.1. Convergence analysis

We analyze also the convergence properties of the Optimized Schwarz Algorithm via Fourier analysis, and to this aim we consider again the problem on the infinite domain \( \Omega = \mathbb{R}^3 \), decomposed into \( \Omega_1 = (-\infty, L) \times \mathbb{R}^2 \) and \( \Omega_2 = (0, \infty) \times \mathbb{R}^2 \), where the interfaces are \( I_{12} = \{ L \} \times \mathbb{R}^2 \) and \( I_{21} = \{ 0 \} \times \mathbb{R}^2 \), and the overlap size is \( L \geq 0 \). We set ourselves in the conditions described in Section 3.1. Once again, it is enough to prove convergence to the zero solution in the absence of forcing terms (\( f_1 = f_2 = 0 \)).

**Proposition 4.2.** For \( \alpha_1, \alpha_2 \geq 0 \) and \( L > 0 \), the Optimized Schwarz Algorithm (4.4) converges for every initial guess and for every Fourier mode \( k > 0 \). Its reduction factor is independent of the iteration and is given by

\[
\rho^O(k, \alpha_1, \alpha_2, 2, L) = \frac{\alpha_1 - \sigma_l \sqrt{\eta^+(k)}}{\alpha_1 + \sigma_l \sqrt{\eta^+(k)}} \cdot \frac{\alpha_2 - \sigma_l \sqrt{\eta^+(k)}}{\alpha_2 + \sigma_l \sqrt{\eta^+(k)}} e^{-2 \sqrt{\eta^+(k)} L},
\]

(4.5)

for the error in \( u \), and by

\[
\rho^{O_u}(k, \alpha_1, \alpha_2, 2, L) = \frac{\alpha_1 - \sigma_l \sqrt{\eta^-(k)}}{\alpha_1 + \sigma_l \sqrt{\eta^-(k)}} \cdot \frac{\alpha_2 - \sigma_l \sqrt{\eta^-(k)}}{\alpha_2 + \sigma_l \sqrt{\eta^-(k)}} e^{-2 \sqrt{\eta^-(k)} L},
\]

(4.6)

for the error in \( u_e \), where \( \eta^\pm(k) \) are the eigenvalues of the \( 2 \times 2 \) matrix \( A(k) \) defined in (3.3).

For \( L = 0 \) the Optimized Schwarz Algorithm (4.4) converges for every initial guess provided \( \alpha_1, \alpha_2 \geq 0 \), at least one of them strictly positive, and for every Fourier mode \( k > 0 \). The reduction factors are independent of the iteration and are given by \( \rho^O(k, \alpha_1, \alpha_2, 0) \) and \( \rho^{O_u}(k, \alpha_1, \alpha_2, 0) \).

**Proof.** Given \( \hat{u}_{2p} \) on \( \{ k \in \mathbb{R}, x \geq 0 \} \), defining

\[
\Sigma = \begin{bmatrix}
\sigma_l & 0 \\
\sigma_l & \sigma_l + \sigma_e
\end{bmatrix},
\]

the \((p+1)\)-th iteration of the OSA solves in the Fourier space

\[
\begin{align*}
\partial_x \hat{u}_{11}^{p+1} &= A(k) \hat{u}_{11}^{p+1} & k \in \mathbb{R}, x < L \\
\Sigma \partial_x \hat{u}_{21}^{p+1} + \alpha_1 \frac{1}{\sigma_l} \Sigma \hat{u}_{11}^{p} = \Sigma \partial_x \hat{u}_{21}^{p} + \alpha_1 \frac{1}{\sigma_l} \Sigma \hat{u}_{11}^{p} & k \in \mathbb{R}, x = L \\
\partial_x \hat{u}_{22}^{p+1} &= A(k) \hat{u}_{22}^{p+1} & k \in \mathbb{R}, x > 0 \\
-\Sigma \partial_x \hat{u}_{22}^{p+1} + \alpha_2 \frac{1}{\sigma_l} \Sigma \hat{u}_{12}^{p+1} &= -\Sigma \partial_x \hat{u}_{22}^{p+1} + \alpha_2 \frac{1}{\sigma_l} \Sigma \hat{u}_{12}^{p+1} & k \in \mathbb{R}, x = 0.
\end{align*}
\]

(4.7)

The general solutions in \( \Omega_1 \) and \( \Omega_2 \) at the \((p+1)\)-th iteration are given again by (3.9) and (3.10), where the values of \( \beta^{p+1} = \left( \beta_1^{p+1}, \beta_2^{p+1} \right) \) and \( \gamma^{p+1} = \left( \gamma_1^{p+1}, \gamma_2^{p+1} \right) \) are uniquely determined by the boundary conditions on the interfaces \( \{ x = 0 \} \) and \( \{ x = L \} \).

Since \( \Sigma \) is invertible, it can be simplified in both interface conditions. Multiplying both sides of the interface conditions by \( \sigma_l \), we get from (4.7), (3.9), and (3.10)

\[
\begin{align*}
W(k) \left[ \alpha_1 I_2 + \sigma_l^2 H^{1/2}(k) \right] \beta^{p+1} &= W(k) \left[ \alpha_1 I_2 - \sigma_l^2 H^{1/2}(k) \right] A(k, L) \gamma^p \tag{4.8} \\
W(k) \left[ \alpha_2 I_2 + \sigma_l^2 H^{1/2}(k) \right] \gamma^{p+1} &= W(k) \left[ \alpha_2 I_2 - \sigma_l^2 H^{1/2}(k) \right] A(k, L) \beta^{p+1}.
\end{align*}
\]

where \( W(k) \) and \( H(k) \) are defined in (3.7), while \( A(k, L) \) has been defined in (3.11).
For $k > 0$ the matrices $W(k)$ and $H^{1/2}(k)$ are invertible. Moreover, since both $H^{1/2}(k)$ and $A(k, L)$ are diagonal, we have from (4.8)

$$
\gamma^{p+1} = \left[ \alpha_2 I_2 + \sigma_i^j H^{1/2}(k) \right]^{-1} \left[ \alpha_2 I_2 - \sigma_i^j H^{1/2}(k) \right] \left[ \alpha_1 I_2 + \sigma_i^j H^{1/2}(k) \right]^{-1} \left[ \alpha_1 I_2 - \sigma_i^j H^{1/2}(k) \right] A^2(k, L) \gamma^p
$$

so that, given $\gamma^0(k)$,

$$
\gamma^p(k) = \left[ S(k, \alpha_1, \alpha_2) \right]^p A^2(k, L) \gamma^0(k).
$$

The reduction factor of the Schwarz Algorithm is then given by the spectral radius of the matrix product $S(k, \alpha_1, \alpha_2) A^2(k, L)$, and it is thus independent of the iteration $p$. Moreover, since for any Fourier mode $k > 0$

$$
S(k, \alpha_1, \alpha_2) = \begin{bmatrix}
\frac{\alpha_1 - \sigma_i^j \sqrt{\eta^+(k)}}{\alpha_1 + \sigma_i^j \sqrt{\eta^+(k)}} & \frac{\alpha_2 - \sigma_i^j \sqrt{\eta^+(k)}}{\alpha_2 + \sigma_i^j \sqrt{\eta^+(k)}} & 0 \\
0 & \frac{\alpha_1 - \sigma_i^j \sqrt{\eta^-(k)}}{\alpha_1 + \sigma_i^j \sqrt{\eta^-(k)}} & \frac{\alpha_2 - \sigma_i^j \sqrt{\eta^-(k)}}{\alpha_2 + \sigma_i^j \sqrt{\eta^-(k)}}
\end{bmatrix}, \quad (4.9)
$$

the reduction factors of the Optimized Schwarz algorithm are given by (4.5) and (4.6).

To conclude the proof, observe that for $L = 0$, $A(k, 0) = I_2$, the iteration matrix reduces to $S(k, \alpha_1, \alpha_2)$ and, for any $\alpha_1, \alpha_2 \geq 0$ we have

$$
\left| \frac{\alpha_1 - \sigma_i^j \sqrt{\eta^+(k)}}{\alpha_1 + \sigma_i^j \sqrt{\eta^+(k)}} \right| \cdot \left| \frac{\alpha_2 - \sigma_i^j \sqrt{\eta^+(k)}}{\alpha_2 + \sigma_i^j \sqrt{\eta^+(k)}} \right| < 1, \quad \left| \frac{\alpha_1 - \sigma_i^j \sqrt{\eta^-(k)}}{\alpha_1 + \sigma_i^j \sqrt{\eta^-(k)}} \right| \cdot \left| \frac{\alpha_2 - \sigma_i^j \sqrt{\eta^-(k)}}{\alpha_2 + \sigma_i^j \sqrt{\eta^-(k)}} \right| < 1, \quad (4.10)
$$

for $k > 0$, provided at least one among $\alpha_1$ and $\alpha_2$ is strictly positive. □

Owing to (4.10), the following corollary holds.

**Corollary 4.3.** For any $\alpha_1, \alpha_2 \geq 0$, at least one of which strictly positive, we have for all $k > 0$,

$$
\rho_u^{OSA}(k, \alpha_1, \alpha_2, L) < \rho_u^{Cl}(k, L) \quad \rho_u^{OSA}(k, \alpha_1, \alpha_2, L) < \rho_u^{Cl}(k, L).
$$

We point out that starting the algorithm by solving within $\Omega_2$ first would provide the same result, since again one gets $\beta^{p+1} = S(k, \alpha_1, \alpha_2) A^2(k, L) \beta^p$.

**Remark 4.4.** Differently from the classical Schwarz Algorithm, the Optimized Schwarz converges also in the absence of overlap for all Fourier mode $k > 0$. Again, since $\eta_i^-(0) = 0$, $\rho_u^{OSA}(0, \alpha_1, \alpha_2, L) = 1$ regardless of the overlap size $L$ and the parameters $\alpha_1$ and $\alpha_2$, thus the Optimized Schwarz algorithm does not converge in its iterative form for the frequency $k = 0$. This problem can be accounted for in the same way outlined in the case of the Classical Schwarz algorithm.

In the next sections we focus on the choice of the parameters $\alpha_l$ ($l = 1, 2$) in the Robin interface conditions. Since $A(k, L)$ does not depend on neither $\alpha_1$ nor $\alpha_2$, the optimal parameters can be sought in the nonoverlapping case $L = 0$. Ideally, the optimal parameters force the convergence factors $\rho_u^{OSA}(k, \alpha_1, \alpha_2, L)$ and $\rho_u^{OSA}(k, \alpha_1, \alpha_2, L)$ to be identically zero, so that convergence is attained in a number of iterations equal to the number of subdomains (two, in the case at hand).

**4.2. One-sided Robin interface conditions**

The classical and simplest approach in the Optimized Schwarz literature consists in choosing the same Robin parameter on both sides of the interface [34]. Such conditions are referred to as one-sided Robin interface conditions.
If we choose $\alpha_1 = \alpha_2 = \alpha$, the iteration matrix is given by

$$S(k, \alpha) = \left( \alpha I_2 + \sigma_i^l H^{1/2}(k) \right)^{-1} \left( \alpha I_2 - \sigma_i^l H^{1/2}(k) \right)^2 = \begin{bmatrix} \frac{\alpha - \sigma_i^l \sqrt{\eta^+(k)}}{\alpha + \sigma_i^l \sqrt{\eta^+(k)}} & 0 \\ 0 & \frac{\alpha - \sigma_i^l \sqrt{\eta^-(k)}}{\alpha + \sigma_i^l \sqrt{\eta^-(k)}} \end{bmatrix},$$

thus we have

$$\rho^\text{OSA} (k, \alpha) = \frac{\alpha - \sigma_i^l \sqrt{\eta^+(k)}}{\alpha + \sigma_i^l \sqrt{\eta^+(k)}}^2, \quad \rho_u^\text{OSA} (k, \alpha) = \frac{\alpha - \sigma_i^l \sqrt{\eta^-(k)}}{\alpha + \sigma_i^l \sqrt{\eta^-(k)}}^2. \quad (4.11)$$

In [28] the iterative mapping is scalar and the optimal parameter can be easily identified. Here the iterative mapping is a matrix: it is diagonal but, differently from what happens, for instance, for Maxwell’s equations (see [3]), it is not a multiple of the identity, thus it is not possible to devise a single parameter (even depending on the tangential frequency $k$) that both $\rho^\text{OSA}_u (k, \alpha)$ and $\rho^\text{OSA}_r (k, \alpha)$ vanish identically. Indeed, only one of the two eigenvalues can be annihilated at a given time.

The standard approach in Optimized Schwarz literature consists in optimizing the parameter $\alpha$ by minimizing the convergence rate over all the relevant frequencies of the problem: such approach amounts to solve the min-max problem

$$\min_{\alpha \in \mathbb{R}} \max_{k \in [k_{\min}, k_{\max}]} \left( \rho^\text{OSA}_u (k, \alpha), \rho^\text{OSA}_r (k, \alpha) \right), \quad (4.12)$$

where $k_{\min}$ is the smallest frequency relevant to the problem and $k_{\max}$ is the largest frequency supported by the numerical grid, which is of the order $\pi / h$, being $h$ the mesh size [20, 24]. By an equioscillation principle, one is led to seek for the solution of the min-max problem as $\alpha^\text{opt}$ such that $\rho (k_{\min}, \alpha^\text{opt}) = \rho (k_{\max}, \alpha^\text{opt})$, namely

$$\alpha^\text{opt} = \sigma_i^l \left( \eta^{-}(k_{\min}) \eta^{+}(k_{\max}) \right)^{1/4} \quad (4.13)$$

Unfortunately, although effective to optimize the interface Robin parameter in several situations (see, e.g. [3, 16, 20, 24]) this would not be a good choice in the case at hand. Infact, $\lim_{k \rightarrow \infty} \rho^\text{OSA}_u (k, \alpha) = 1$, and since $\rho^\text{OSA}_u (0, \alpha) = 1$ for all $\alpha$, also $\rho^\text{OSA}_r (k_{\min}, \alpha) \sim 1$, the overall convergence rate would be very close to 1. We thus consider different possible choices of the parameter $\alpha$, based on zero-th order Taylor expansions of $\eta^{-}(k)$ and $\eta^{+}(k)$ around different values of the frequency $k$, that will be used in the numerical tests of Section 6.

- **O1:** $\alpha = \sigma_i^l \sqrt{\eta^{-}(0)}$
  The interface condition is based on the Taylor expansion of $\sqrt{\eta^{-}}(k)$ around $0$. It damps the zero frequency in $\rho^\text{OSA}_u (k, \alpha)$, while no frequency is damped in $\rho^\text{OSA}_r (k, \alpha)$.

- **O2:** $\alpha = \sigma_i^l \sqrt{\eta^{-}(h k_{\max})}$
  The interface condition is based on the Taylor expansion of $\sqrt{\eta^{-}}(k)$ around $h k_{\max}$, which can be regarded as an approximation of $k_{\min}$. It damps the frequency $h k_{\max}$ in $\rho^\text{OSA}_u (k, \alpha)$, while no frequency is damped in $\rho^\text{OSA}_r (k, \alpha)$.

- **O3:** $\alpha = \sigma_i^l \sqrt{\eta^{-}(k_{\max}/2)}$
  The interface condition is based on the Taylor expansion of $\sqrt{\eta^{-}}(k)$ around $k_{\max}/2$. It damps the frequency $k_{\max}/2$ in $\rho^\text{OSA}_u (k, \alpha)$, while no frequency is damped in $\rho^\text{OSA}_r (k, \alpha)$.

- **O4:** $\alpha = \sigma_i^l \sqrt{\eta^{-}(k_{\max})}$
  The interface condition is based on the Taylor expansion of $\sqrt{\eta^{-}}(k)$ around the maximal frequency $k_{\max}$. It damps the frequency $k_{\max}$ in $\rho^\text{OSA}_u (k, \alpha)$, while no frequency is damped in $\rho^\text{OSA}_r (k, \alpha)$. 

We plot in Figure 3 the convergence rates, as a function of the frequency variable $k$, of the one-sided Robin condition: the solid line refers to the convergence rate $\rho_{OSA}^{u}$, the dashed line to the convergence rate $\rho_{OSA}^{ue}$. We choose $k_{max} = \pi/h$, thus $k_{min} = \pi$. From Figure 3, we expect in general a faster convergence of the $u$ variable with respect to the $u_e$ variable, except in the case of the interface condition O2. Moreover, we expect the interface condition O2 to behave very poorly in the case of a non-overlapping decomposition.

4.3. Two-sided Robin interface conditions

An improvement can be obtained by the use of two-sided interface conditions (using different parameters on the two sides of the interface, see [20, 22] for an application to Helmholtz problem), which proved to enhance the convergence rate of the Optimized Schwarz Algorithm. In this case the iteration matrix is $M(k, \alpha_1, \alpha_2, L) = S(k, \alpha_1, \alpha_2) A^2(k, L)$, where $S(k, \alpha_1, \alpha_2)$ is the one in (4.9), and the optimal parameters are given by

$$\alpha_{1}^{\text{exact}}(k) = \sigma_1 \sqrt{\eta^+(k)}$$
$$\alpha_{2}^{\text{exact}}(k) = \sigma_1 \sqrt{\eta^-(k)} \quad (4.14)$$

In fact, $\alpha_{1}^{\text{exact}}(k)$ and $\alpha_{2}^{\text{exact}}(k)$ are actually the symbols of two linear, pseudodifferential, operators acting along the interface. These expressions are not viable since their back transform in the space of physical variables is a nonlocal operator. We resort therefore to a different, even suboptimal, choice, and we approximate $\alpha_{1}^{\text{exact}}(k)$ and $\alpha_{2}^{\text{exact}}(k)$ with constants, by means of their zero-th order Taylor expansion as done in the previous section. We obtain the following two-sided interface conditions, that will be used in the numerical tests of Section 6.

- **T1:**
  $$\alpha_1 = \sigma_1 \sqrt{\eta^+(0)}, \quad \alpha_2 = \sigma_1 \sqrt{\eta^-(h k_{max})}$$
  The interface condition is based on the Taylor expansion of $\sqrt{\eta^+(k)}$ around 0 and of $\sqrt{\eta^-(k)}$ around $h k_{max}$. It damps the zero frequency in $\rho_{OSA}^{u}(k, \alpha_1, \alpha_2)$, and the frequency $h k_{max}$ in $\rho_{OSA}^{u_u}(k, \alpha_1, \alpha_2)$.

- **T2:**
  $$\alpha_1 = \sigma_1 \sqrt{\eta^+(0)}, \quad \alpha_2 = \sigma_1 \sqrt{\eta^-(k_{max}/2)}$$
  The interface condition is based on the Taylor expansion of $\sqrt{\eta^+(k)}$ around 0 and of $\sqrt{\eta^-(k)}$ around $k_{max}/2$. It damps the zero frequency in $\rho_{OSA}^{u_u}(k, \alpha_1, \alpha_2)$, and the frequency $k_{max}/2$ in $\rho_{OSA}^{u_u}(k, \alpha_1, \alpha_2)$. 

\[\text{Figure 3. Reduction factors } \rho_{OSA}^{u} \text{ and } \rho_{OSA}^{u_e} \text{ as a function of the frequency } k \text{ with non-overlapping decompositions: one-sided conditions.}\]
Figure 4. Reduction factors $\rho_{u}^{OSA}$ and $\rho_{ue}^{OSA}$ as a function of the frequency $k$ with non-overlapping decompositions: two-sided conditions.

- **T3:**
  \[ \alpha_1 = \sigma_1 \sqrt{\eta^+(0)}, \quad \alpha_2 = \sigma_2 \sqrt{\eta^-(k_{\text{max}})} \]
  It damps the zero frequency in $\rho_{u}^{OSA}(k, \alpha_1, \alpha_2)$, and the frequency $k_{\text{max}}$ in $\rho_{ue}^{OSA}(k, \alpha_1, \alpha_2)$.

- **T4:**
  \[ \alpha_1 = \sigma_1 \sqrt{\eta^-(h k_{\text{max}})}, \quad \alpha_2 = \sigma_2 \sqrt{\eta^-(k_{\text{max}}/2)} \]
  It damps the frequencies $h k_{\text{max}}$ and $k_{\text{max}}/2$ in $\rho_{u}^{OSA}(k, \alpha_1, \alpha_2)$, while no frequency is damped in $\rho_{ue}^{OSA}(k, \alpha_1, \alpha_2)$.

- **T5:**
  \[ \alpha_1 = \sigma_1 \sqrt{\eta^-(h k_{\text{max}})}, \quad \alpha_2 = \sigma_2 \sqrt{\eta^-(k_{\text{max}})} \]
  It damps the frequencies $h k_{\text{max}}$ and $k_{\text{max}}$ in $\rho_{u}^{OSA}(k, \alpha_1, \alpha_2)$, while no frequency is damped in $\rho_{ue}^{OSA}(k, \alpha_1, \alpha_2)$.

- **T6:**
  \[ \alpha_1 = \sigma_1 \sqrt{\eta^-(k_{\text{max}}/2)}, \quad \alpha_2 = \sigma_2 \sqrt{\eta^-(k_{\text{max}})} \]
  It damps the frequencies $k_{\text{max}}/2$ and $k_{\text{max}}$ in $\rho_{ue}^{OSA}(k, \alpha_1, \alpha_2)$, while no frequency is damped in $\rho_{u}^{OSA}(k, \alpha_1, \alpha_2)$.

We plot in Figure 4 the convergence rates, as a function of the frequency variable $k$, of the two-sided Robin conditions: the solid line refers to the convergence rate $\rho_{u}^{OSA}$, the dashed line to the convergence rate $\rho_{ue}^{OSA}$. Again, we choose $k_{\text{max}} = \pi/h$, and $k_{\text{min}} = \pi$. From Figure 4, we expect in general a faster convergence of the $u$ variable with respect to the $u_e$ variable.

5. Optimized Schwarz Method as a preconditioner

In this section we focus on the discrete version of the Optimized Schwarz Algorithms. We consider the case in which the subdomains $\Omega_1$ and $\Omega_2$ are obtained from a nonoverlapping partitioning of a regular triangulation.
of the whole computational domain $\Omega$, in order to have matching meshes on the interface. We let $B_l$ denote the matrix defined in (2.7) when computed on a triangulation of $\Omega_l$ ($l = 1, 2$). We denote by $R_{l,\Gamma}$ ($l = 1, 2$) the restriction matrices from $\Omega_l$ to $\Gamma$, respectively, and we let

$$R_{l,\Gamma} = \begin{bmatrix} R_{l,\Gamma} & 0 \\ 0 & R_{l,\Gamma} \end{bmatrix}$$

be its extension to pairs $u_l = (u_l, u_{el})^T$.

By introducing, at the space continuous level, the interface variables on $\Gamma$

$$\lambda^p_1 = n_1^T D \nabla u^p_1 + \alpha_1 \Pi u^p_1, \quad \lambda^p_2 = n_2^T D \nabla u^p_2 + \alpha_2 \Pi u^p_2,$$

the parallel version of the Optimized Schwarz Algorithm reads

$$\begin{cases}
\frac{\chi C_m}{\Delta t} E_1 u^{p+1}_1 - \nabla \cdot D \nabla u^{p+1}_1 = f_1 & \text{in } \Omega_1 \\
n_1^T D_{el} \nabla u^{p+1}_1 = 0 & \text{on } \partial \Omega_1 \cap \partial \Omega \\
n_1^T D \nabla u^{p+1}_1 + \alpha_1 \Pi u^{p+1}_1 = \lambda^p_1 & \text{on } \Gamma
\end{cases} \quad (5.1)$$

$$\begin{cases}
\frac{\chi C_m}{\Delta t} E_2 u^{p+1}_2 - \nabla \cdot D \nabla u^{p+1}_2 = f_2 & \text{in } \Omega_2 \\
n_2^T D_{el} \nabla u^{p+1}_2 = 0 & \text{on } \partial \Omega_2 \cap \partial \Omega \\
n_2^T D \nabla u^{p+1}_2 + \alpha_2 \Pi u^{p+1}_2 = \lambda^p_2 & \text{on } \Gamma
\end{cases}$$

$$\lambda^{p+1}_1 = n_1^T D \nabla u^{p+1}_1 + \alpha_1 \Pi u^{p+1}_1 \quad \text{on } \Gamma$$

$$\lambda^{p+1}_2 = n_2^T D \nabla u^{p+1}_2 + \alpha_2 \Pi u^{p+1}_2 \quad \text{on } \Gamma.$$

With a little abuse of notation, we denote by $u^p_l$, $\lambda^p_l$, and $f_l$ ($l = 1, 2$) the discrete version of the unknowns and the forcing terms. We denote by $M_\Gamma$ the mass matrix on the interface $\Gamma$, and we set

$$R_1 = R_{1,\Gamma}^T M_\Gamma R_{1,\Gamma}, \quad R_2 = R_{2,\Gamma}^T M_\Gamma R_{2,\Gamma}.$$

We let, for $l = 1, 2$,

$$A_l = B_l + \alpha_l \Pi_l,$$

where

$$\Pi_1 = \begin{bmatrix} \frac{\sigma'}{\sigma' + \sigma} R_1 & 0 \\ R_1 & \frac{\sigma'}{\sigma' + \sigma} R_1 \end{bmatrix}, \quad \Pi_2 = \begin{bmatrix} \frac{\sigma'}{\sigma' + \sigma} R_2 & 0 \\ R_2 & \frac{\sigma'}{\sigma' + \sigma} R_2 \end{bmatrix}.$$

With these positions, the discrete version of (5.1) reads

$$A_1 u^{p+1}_1 = f_1 + R_{1,\Gamma}^T \lambda^p_1$$

$$A_2 u^{p+1}_2 = f_2 + R_{2,\Gamma}^T \lambda^p_2$$

$$\lambda^{p+1}_1 = R_{1,\Gamma}(f_1 - B_1 u^{p+1}_1) + \alpha'_1 R_{2,\Gamma} \Pi_2 u^{p+1}_2$$

$$\lambda^{p+1}_2 = R_{2,\Gamma}(f_2 - B_2 u^{p+1}_2) + \alpha'_2 R_{1,\Gamma} \Pi_1 u^{p+1}_1,$$

which, owing to (5.2), becomes

$$\lambda^{p+1}_1 = -\lambda^p_1 + (\alpha'_1 + \alpha'_2) R_{2,\Gamma} \Pi_2 (A_2^{-1} f_2 + A_2^{-1} R_{2,\Gamma}^T \lambda^p_2)$$

$$\lambda^{p+1}_2 = -\lambda^p_2 + (\alpha'_1 + \alpha'_2) R_{1,\Gamma} \Pi_1 (A_1^{-1} f_1 + A_1^{-1} R_{1,\Gamma}^T \lambda^p_1).$$
The above scheme is a fixed point iteration procedure to solve system
\[
\begin{bmatrix}
I & (\alpha_1^* + \alpha_2) \Sigma_1 \\
I - (\alpha_1^* + \alpha_2^*) \Sigma_1 & I
\end{bmatrix}
\begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix}
= \begin{bmatrix}
(\alpha_1^* + \alpha_2^*) \left[ R_{1,1} \Pi_2 A_2^{-1} f_2 \right] \\
R_{1,2} \Pi_1 A_1^{-1} f_1
\end{bmatrix},
\]
where
\[
\Sigma_1 = R_{1,1} \Pi_1 A_1^{-1} R_{1,1}^{T}, \quad \Sigma_2 = R_{2,1} \Pi_2 A_2^{-1} R_{2,1}^{T}.
\]
We solve systems (5.5) above with a Krylov subspace method. This corresponds to using the Optimized Schwarz methods as preconditioners. Notice that, for each iteration of Krylov method we have to solve (5.4), whose computational cost is mainly due to the solution of a system associated to \( A_1 \) in each subdomain. Therefore the computational cost of a Krylov iteration is comparable to the cost of a OSA iteration. However, Krylov method requires the additional computational cost for determining the right-hand side of system (5.5), and, once the converged values of \( \lambda_{1,2} \) have been obtained, to determine the final values of \( u_{1,2} \), using (5.3). It follows that the cost of solving system 5.5 in \( n \) iterations can be estimated with the cost of solving \( n + 2 \) OSA iterations.

6. Numerical Results

Numerical tests presented in this section have two different goals. We first focus on the stationary problem to be solved within each time step. At this level we test the effectiveness and the robustness of the Optimized Schwarz Algorithm (in both iterative and Krylov accelerated form) for the different interface conditions introduced in Section 4, with respect to mesh and subdomain sizes as well as the fiber orientation (Sect. 6.1 through 6.4). Then, to test the accuracy of the method, we consider the propagation of an action potential during a whole heart cycle (Sects. 6.5 and 6.6) and we compare the solution of a global Bidomain solution with the solution obtained performing only a small number of iterations in the OSA. We consider different geometries: a rectangle, a two dimensional circular slab and a simplified ventricular geometry constituted by a truncated ellipsoid (see [10]).

The system is advanced in time by the semi-implicit scheme (2.6) described in Section 2.1.1, that linearizes the ionic current around the previous time step. In order to focus only on the performance of the Optimized Schwarz Algorithm, in all the simulations presented in this Section we use a fixed time step \( \Delta t = 0.05 \text{ ms} \), which is small enough to capture the abrupt variations in the transmembrane potential during the action potential. The ionic gating variables are integrated exactly in time after linearization, while the concentration variables are advanced in time with a Forward Euler scheme. The series of test is run with LifeV [1], a C++ Finite Element Library using the Trilinos package AztecOO [2].

6.1. Influence of the mesh size

In this first series of tests the computational domain is the rectangle \( \Omega = [0,2] \times [0,1] \) decomposed in the two subdomains \( \Omega_1 = [0,1 + L] \times [0,1] \) and \( \Omega_2 = [1,2] \times [0,1] \). The fibers are parallel to the reference axes, with the longitudinal direction set orthogonal to the interface. Both domains are discretized by a uniform triangular grid (we denote with \( h \) the mesh size), associated with \( P_1 \) finite elements. Since at each time step the problems to be solved are linear, we analyze here the convergence to the zero solution in the absence of forcing terms, and starting from a random value on the interface to ensure that all frequencies are present in the error.

We consider both a decomposition without overlap (\( L = 0 \)) and with a minimal overlap of one element (\( L = h \)). The iterative algorithm stops when the maximum value between \( \| \lambda_{1,1}^{n+1} - \lambda_{1,1}^{n} \|_{L^2(\Gamma)} \) and \( \| \lambda_{1,2}^{n+1} - \lambda_{1,2}^{n} \|_{L^2(\Gamma)} \) drops below a given tolerance \( \varepsilon = 1.e-6 \). We report in Table 1 the iteration counts for the various interface conditions described in Sections 4.2 and 4.3, as well as for the Classical Schwarz Algorithm (CS). We report the results for different mesh sizes: columns 2 through 9 refer to overlapping decomposition, while columns 10 through 17 refer to non-overlapping decomposition. Within each mesh size, the left column refers to the convergence of the \( u \) variable, while the right column refers to the convergence of the \( u_e \) variable. The most effective interface conditions appear to be the two-sided T1, T4 and T5. We observe that even a minimal overlap is enough
to significantly improve the convergence of the algorithm, and this is particularly visible for the interface conditions with less effective performance in the non-overlapping case. In general, the convergence of the \( u \) variable is significantly faster than the convergence of the \( u_e \) variable, with one exception. In fact, the interface condition \( O2 \) behaves, as expected, very poorly in a non-overlapping setting, where the \( u \) variable converges much slower than the \( u_e \) one. Besides, in the overlapping case the interface condition \( O2 \) is the most effective. The Classical Schwarz Algorithm is convergent only in the presence of overlap, but appears to be very sensitive to the mesh size, while the Optimized Schwarz Algorithm appears to be more robust with respect to the mesh size, especially with the two-sided conditions \( T1, T4 \) and \( T5 \).

### 6.2. Krylov acceleration

In this section we consider the use of the Optimized Schwarz Algorithm as a preconditioner to accelerate the convergence of a Krylov method. The computational domain is again the rectangle \( \Omega = [0, 2] \times [0, 1] \) decomposed in the two nonoverlapping subdomains \( \Omega_1 = [0, 1] \times [0, 1] \) and \( \Omega_M = [1, 2] \times [0, 1] \). As in the previous section, we test the convergence to the null solution starting from a random value on the interface. System (5.5) is solved by GMRES, where the matrix-vector product amounts to solve a subproblem in each subdomain. The algorithm stops when the normalized residual drops below \( 1.e^{-5} \). We report in Table 2 the iteration counts for the various interface conditions described in Sections 4.2 and 4.3. The Krylov method appears to be very robust in terms of both the mesh size and the interface conditions. Still, the two-sided conditions \( T1, T4 \) and \( T5 \) appear to be the most effective ones.

We then investigate the convergence in \( u \) and \( u_e \) by comparing the errors at convergence between two successive iterates \( \| \lambda_{p+1} - \lambda_p \|^2_{L(\Gamma)} \) and \( \| \lambda_{p+1} - \lambda_p \|^2_{L(\Gamma)} \), where \( \lambda_1 \) has been introduced in Section 5. The mesh size is \( h = 1/96 \). We can see from Table 3 that the Krylov method, besides a significant speed-up, ensures a

---

### Table 1. Iterative Schwarz algorithm: iteration counts to achieve convergence in \( u \) and \( u_e \) for various mesh sizes and different interface conditions. Left: minimal overlapping (\( L = h \)). Right: non-overlapping decomposition (\( L = 0 \)).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Overlapping (( L = h ))</th>
<th>Non-overlapping (( L = 0 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( O1 )</td>
<td>27 71 33 92 44 132 54 170</td>
<td>- - - - - - - - - - - - - - -</td>
</tr>
<tr>
<td>( O2 )</td>
<td>5 9 5 10 6 11 7 12 177 63 163 59 152 56 149 55</td>
<td>18 88 18 88 18 88 18 88 18 88</td>
</tr>
<tr>
<td>( O3 )</td>
<td>8 26 9 32 11 42 12 48 12 37 12 46 14 57 14 63</td>
<td>- - - - - - - - - - - - - - -</td>
</tr>
<tr>
<td>( O4 )</td>
<td>10 34 11 39 12 47 13 52 14 57 14 63 15 67 15 68</td>
<td>- - - - - - - - - - - - - - -</td>
</tr>
</tbody>
</table>

### Table 2. Krylov acceleration: iteration counts for various mesh sizes and different algorithms for a nonoverlapping decomposition (\( L = 0 \)).

<table>
<thead>
<tr>
<th>Mesh Size</th>
<th>O1</th>
<th>O2</th>
<th>O3</th>
<th>O4</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/48</td>
<td>20</td>
<td>22</td>
<td>13</td>
<td>16</td>
<td>11</td>
<td>16</td>
<td>18</td>
<td>13</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>1/64</td>
<td>20</td>
<td>22</td>
<td>15</td>
<td>17</td>
<td>11</td>
<td>16</td>
<td>18</td>
<td>11</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>1/96</td>
<td>20</td>
<td>21</td>
<td>17</td>
<td>18</td>
<td>10</td>
<td>18</td>
<td>19</td>
<td>11</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>1/128</td>
<td>20</td>
<td>20</td>
<td>17</td>
<td>18</td>
<td>10</td>
<td>18</td>
<td>19</td>
<td>11</td>
<td>11</td>
<td>18</td>
</tr>
</tbody>
</table>
Table 3. Krylov acceleration in a nonoverlapping decomposition \((L = 0)\): iteration counts and relative error at convergence.

<table>
<thead>
<tr>
<th>(h = 1/96)</th>
<th>Iteration counts</th>
<th>(|\lambda^{p+1}<em>1 - \lambda^p_1|</em>{l^2(1)})</th>
<th>(|\lambda^{p+1}<em>{1,2} - \lambda^p</em>{1,2}|_{l^2(1)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(O_1)</td>
<td>Krylov: 20, Iterative: 88</td>
<td>1.1847e-07</td>
<td>3.1051e-10</td>
</tr>
<tr>
<td>(O_2)</td>
<td>Krylov: 21, Iterative: 152</td>
<td>8.6393e-06</td>
<td>9.9918e-07</td>
</tr>
<tr>
<td>(O_3)</td>
<td>Krylov: 17, Iterative: 57</td>
<td>1.9402e-08</td>
<td>3.1094e-10</td>
</tr>
<tr>
<td>(O_4)</td>
<td>Krylov: 18, Iterative: 67</td>
<td>5.5186e-08</td>
<td>3.0551e-10</td>
</tr>
<tr>
<td>(T_1)</td>
<td>Krylov: 10, Iterative: 20</td>
<td>9.3953e-07</td>
<td>3.1597e-09</td>
</tr>
<tr>
<td>(T_2)</td>
<td>Krylov: 18, Iterative: 69</td>
<td>8.0154e-08</td>
<td>3.0742e-10</td>
</tr>
<tr>
<td>(T_3)</td>
<td>Krylov: 19, Iterative: 76</td>
<td>1.3719e-08</td>
<td>3.0742e-10</td>
</tr>
<tr>
<td>(T_4)</td>
<td>Krylov: 11, Iterative: 17</td>
<td>9.8231e-08</td>
<td>3.0742e-10</td>
</tr>
<tr>
<td>(T_5)</td>
<td>Krylov: 11, Iterative: 18</td>
<td>8.5966e-08</td>
<td>3.0742e-10</td>
</tr>
<tr>
<td>(T_6)</td>
<td>Krylov: 17, Iterative: 62</td>
<td>2.5537e-08</td>
<td>2.8719e-10</td>
</tr>
</tbody>
</table>

Table 4. Iteration counts for different interface positions in a nonoverlapping decomposition \((L = 0)\).

<table>
<thead>
<tr>
<th>(\Omega_1 = [0, a] \times [0, 1])</th>
<th>(a = 0.5)</th>
<th>(a = 0.75)</th>
<th>(a = 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(h = 1/96)</td>
<td>Iterative</td>
<td>Krylov</td>
<td>Iterative</td>
</tr>
<tr>
<td></td>
<td>(u)</td>
<td>(u_e)</td>
<td>(u)</td>
</tr>
<tr>
<td>(O_1)</td>
<td>18</td>
<td>90</td>
<td>20</td>
</tr>
<tr>
<td>(O_2)</td>
<td>152</td>
<td>56</td>
<td>21</td>
</tr>
<tr>
<td>(O_3)</td>
<td>14</td>
<td>59</td>
<td>17</td>
</tr>
<tr>
<td>(O_4)</td>
<td>15</td>
<td>69</td>
<td>18</td>
</tr>
<tr>
<td>(T_1)</td>
<td>10</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>(T_2)</td>
<td>15</td>
<td>71</td>
<td>18</td>
</tr>
<tr>
<td>(T_3)</td>
<td>16</td>
<td>78</td>
<td>19</td>
</tr>
<tr>
<td>(T_4)</td>
<td>10</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>(T_5)</td>
<td>9</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td>(T_6)</td>
<td>14</td>
<td>63</td>
<td>17</td>
</tr>
</tbody>
</table>

more balanced convergence to \(u\) and \(u_e\), with respect to the iterative version of the Optimized Schwarz Method, where the convergence of the \(u\) variable is in general much faster than the convergence of \(u_e\).

6.3. Influence of the position of the interface

In this series of tests we investigate the dependence on the interface position. The computational domain \(\Omega = [0, 2] \times [0, 1]\) is decomposed in the two non overlapping subdomains \(\Omega_1 = [0, a] \times [0, 1]\) and \(\Omega_2 = [a, 2] \times [0, 1]\), where we choose \(a = 0.5, 0.75, 1\). The mesh size is \(h = 1/96\). Since the Classical Schwarz algorithm is not convergent in the absence of overlap, we consider here only the Optimized Schwarz Algorithms with the interface conditions described in Sections 4.2 and 4.3.

We can infer from Table 4 that the Optimized Schwarz Algorithm is very stable with respect to the position of the interface, both in its iterative form and when used as a preconditioner for the a Krylov method to solve system (5.5).
6.4. Influence of the fibers direction

In this series of tests we investigate the dependence upon the fibers direction. In order to consider all the possible incidence angles between the fibers and the interface, the computational domain is the unit circle centered in $(1,1)$, $\Omega = \{(x, y) \in \mathbb{R}^2 | (x-1)^2 + (y-1)^2 \leq 1\}$, and is decomposed in the two non overlapping subdomains $\Omega_1$ (white) and $\Omega_2$ (light grey). The fibers are oriented to form an angle $\theta = \pi/4$ with the cartesian $x$-axis and the computational domain is discretized by an unstructured triangular grid, that is conform on the interface $\Gamma$, and features a mesh size $h = 1.8e-2$. Again, we test the convergence to the null solution, and since the Classical Schwarz algorithm is not convergent in the absence of overlap, we consider here only the Optimized Schwarz Algorithms with the different interface conditions described in Sections 4.2 and 4.3.

From Table 5 we can observe that the iteration counts increase significantly for both the iterative version and the Krylov acceleration for all the interface conditions except for the two-sided conditions $T_1$, $T_4$ and $T_5$, whose effectiveness is confirmed also in this more complex case. In particular, the $T_1$ interface condition appears to be the most effective in this more general framework when a Krylov method is used.

### Table 5. Iteration counts: $\Gamma = \{(x - 0.75)^2 + (y - 0.8)^2 = 0.25\}$, while the fibers direction forms an angle $\theta = \pi/4$ with the cartesian $x$-axis.

<table>
<thead>
<tr>
<th></th>
<th>O1</th>
<th>O2</th>
<th>O3</th>
<th>O4</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterative $u$</td>
<td>60</td>
<td>192</td>
<td>48</td>
<td>50</td>
<td>13</td>
<td>52</td>
<td>54</td>
<td>16</td>
<td>16</td>
<td>50</td>
</tr>
<tr>
<td>Iterative $u_e$</td>
<td>288</td>
<td>167</td>
<td>220</td>
<td>231</td>
<td>20</td>
<td>249</td>
<td>256</td>
<td>18</td>
<td>18</td>
<td>225</td>
</tr>
<tr>
<td>Krylov</td>
<td>52</td>
<td>46</td>
<td>47</td>
<td>47</td>
<td>17</td>
<td>48</td>
<td>49</td>
<td>21</td>
<td>21</td>
<td>47</td>
</tr>
</tbody>
</table>

6.5. Accuracy

We now test the accuracy of the Optimized Schwarz Algorithm during the propagation of an action potential in the computational domain used in the previous test of Section 6.4 (Fig. 5, left). During the first millisecond of the simulation we apply a current stimulus $I_{app}^i = I_{app}^e = 50 \text{mA/cm}^2$ in the circle $(x-0.6)^2 + (y-0.7)^2 \leq (0.12)^2$. The ionic model used in the simulation is the Luo–Rudy I [35] (see Fig. 5, right, for the time evolution of the action potential in the Luo–Rudy I model). We use a fixed time step $\Delta t = 0.05 \text{ms}$ to focus only on the coupling
provided by the Optimized Schwarz Method: time adaptive schemes can be considered as well [44]. Finally, we initialize the OSA at every time step with the transmembrane potential at the previous one.

We report in Figure 6 (top row) the solution at different time levels \( t = 7 \text{ ms}, 13 \text{ ms}, 19 \text{ ms} \), during which the front is propagating in \( \Omega \) obtained from a Bidomain simulation over the whole \( \Omega \) (that we denote with \( u_{\text{Bido}} \)), and in the bottom row the error between \( u_{\text{Bido}} \) and the solution obtained after 2 iterations of the Optimized Schwarz Method coupled with the two-sided \( T1 \) interface condition (that we denote with \( u_{\text{OS}} \)). Figure 7 is analogous to Figure 6 for the extracellular potential \( u_{e} \). To assess the relative spatial error during a heartbeat, we compute the quantities

\[
\delta_u = \frac{\| u_{\text{Bido}} - u_{\text{OS}} \|_{L^2(\Omega)}}{\| u_{\text{Bido}} - u_{\text{rest}} \|_{L^2(\Omega)}} \quad \delta_e = \frac{\| u_{e,\text{Bido}} - u_{e,\text{OS}} \|_{L^2(\Omega)}}{\| u_{e,\text{Bido}} \|_{L^2(\Omega)}},
\]

where \( u_{\text{rest}} \) is the resting value of the membrane potential, that are plotted as a function of time in Figure 8. As expected from the previous analysis on condition \( T1 \), the convergence of the Schwartz method for \( u_{e} \) is slower than that for \( u \), therefore the errors for \( u_{e} \) are usually larger the the ones for \( u \). However, errors on \( u_{e} \) does propagate in time, since the solution \( u(x, T) \) at any time \( T \) does not depend on \( u_{e}(x, t) \), for \( t < T \). From Figures 6 and 7, it can be seen that the errors in \( u \) and \( u_{e} \) are concentrated, as expected, in the neighborhood of the propagation front, and is confined within a 2% of the Bidomain solution. There is basically no dissipation due to the Optimized Schwarz Method, and the propagation front is very well captured with a barely appreciable
Figure 7. Extracellular potential [mV] in a Bidomain simulation. $u_{e,Bido}$ and error $u_{e,Bido} - u_{e,OS}$ along time (left to right, $t = 7$ ms, $13$ ms, $19$ ms): $u_{OS}$ is computed with 2 iterations of the Optimized Schwarz algorithm. Top: action potential; bottom: error.

delay even if only 2 iterations of the algorithm are performed. This is very promising in view of a model adaptive strategy: the computational domain can be split into several subdomains, each of which is associated with the Bidomain or the Monodomain model accordingly to an a posteriori estimator such as the one proposed in [36]. The latter is a single parabolic reaction-diffusion equation for the membrane potential $u$, based on a quite unphysical proportionality assumption between the intracellular and extracellular conductivity tensors ($D_i = \lambda D_e$, see e.g. [10]). In many applications the Monodomain model is accurate enough to describe the main dynamics of action potential, however, in a few cases (e.g. in presence of pacemaker leads), it may not be able to capture the correct patterns. In this respect, Potse et al. [45] stated that “in absence of applied currents, propagating of action potentials on the scale of a human heart can be studied with a monodomain model”. The coupling of the Monodomain model with the Bidomain model in non-symmetric form (2.5) is based on the coupling of the transmembrane potential $u$ [28]. Thus, in such a framework, Figure 6 suggests that running only 2 iterations of the Optimized Schwarz Method, possibly coupled with a time adaptive strategy in the presence of the depolarization front can be a reasonable trade-off between accuracy and efficiency.

6.6. Action potential propagation in a simplified ventricular geometry

We conclude our analysis by simulating the action potential propagation in a simplified ventricular geometry, constituted by a truncated ellipsoid [10], with the analytical fibers mapping described therein. As usual we denote with $\Omega$ the computational domain, that we split in the two subdomains $\Omega_1$ and $\Omega_2$ (Fig. 9). We discretize the computational domain with a tetrahedral mesh, whose average element diameter is 0.6mm. We use a fixed
Figure 8. Relative spatial error, during an heartbeat, for the membrane and extracellular potentials as a function of time: $\delta_u$ (left) and $\delta_e$ (right).

Figure 9. Frontal and transversal views of the computational domain decomposed in two domains. The red spot indicates the stimulus region.

We report in Figure 10 (first column) the membrane potential at different times ($t = 7$ ms in the first row and $t = 25$ ms in the second row) computed with the Krylov accelerated version of the Optimized Schwarz algorithm and interface condition $T_1$. We also plot the errors between the global Bidomain solution and the solution obtained with the Optimized Schwarz Algorithm. In the second and third column the OSA is run for only 2 and 4 iterations respectively. In the fourth column, the Krylov algorithm is run until convergence with a coarse tolerance ($\varepsilon = 10^{-3}$). On average, the Krylov algorithm takes 3.5 iterations for reaching the given tolerance $\varepsilon$ when the action potential front is traveling through the interface, whereas the iterative algorithm takes about 12 iterations to reach the same tolerance. As for the transmembrane potential $u$, the error is well concentrated around the propagation front. Four iterations of the OSA algorithm are sufficient to confine the error within a 5% of the Bidomain solution $u_{Bid}$. In any case, the shift between the full domain solution and the Domain Decomposition solution is moderate. Figure 11 shows the extracellular potential for $t = 7$ ms and $t = 25$ ms. In this case the error on $u_e$ is much larger than the error in $u$ when only 2 or 4 iterations of the OSA method are performed. This is consistent with the fact that the convergence of $u_e$ is much slower than that of $u$ for condition $T_1$. Also we notice that the error on $u_e$ is not localized near the front. As already observed in the 2D simulations, the Krylov algorithm features a more balanced convergence for $u$ and $u_e$. This is evident
Figure 10. Action potential propagation in a Bidomain simulation $u_{\text{Bido}}$ (first column) and errors $u_{\text{Bido}} - u_{\text{OS}}$ for different algorithms and stopping criteria to compute $u_{\text{OS}}$ (second column: Krylov, T1, $\varepsilon = 1e - 3$; third column: T1, 2 iterations; fourth column: T1, 4 iterations). Top: $t = 7$ ms, bottom: $t = 25$ ms.

also from Figure 12 which shows the relative error in space as a function of time, as introduced in (6.1). It is worth noting that the error on $u$ is smaller when the problem is solved with 4 iterations than with the Krylov method. On the other hand the error on $u_e$ is much better when using Krylov method rather than the iterative method.

7. Conclusions

We analyzed Schwarz methods applied to the Bidomain system in electrocardiology. The Classical Schwarz requires overlap to converge, while the Optimized Schwarz Algorithm introduced here ensure convergence also in the absence of overlap. Moreover, in the presence of overlap the Optimized Schwarz Algorithm performs better than the classical Schwarz one. We analyzed and tested one-sided and two-sided Robin interface conditions. Two-sided conditions appear to be in general more effective, and we empirically devised a parameters combination that is robust with respect to both the mesh size and the fibers directions.

Despite the higher accuracy allowed by the reduced size of the problem, each iteration of the Optimized Schwarz Algorithm (both in iterative form and in preconditioner form for a Krylov method) requires the solution of two ($N$ in the framework of a more general decomposition in $N$ subdomains) costly Bidomain sub-problems, even if effective preconditioning strategies are used within the subdomains. A further improvement relies in a model adaptive strategy, where the computational domain is split into several subdomains and the Bidomain model is solved only in regions where its accuracy is really required, while the cheaper Monodomain model is employed in the rest of the domain. The latter is a simpler, albeit less accurate, model relying on an unrealistic proportionality assumption between the intracellular and extracellular conductivities and featuring a single parabolic equation for the transmembrane potential, see e.g. [10]. The subdomains are coupled through
Figure 11. Extracellular potential in a Bidomain simulation $u_{e,Bid}$ (first column) and errors $u_{e,Bid} - u_{e,OS}$ for different algorithms and stopping criteria to compute $u_{e,OS}$ (second column: Krylov, $T1$, $\varepsilon = 1e^{-3}$; third column: $T1$, 2 iterations; fourth column: $T1$, 4 iterations). Top: $t = 7$ ms, bottom: $t = 25$ ms.

Figure 12. Relative spatial error as a function of time for different OSA algorithms during a heartbeat: $\delta_u$ (left) and $\delta_e$ (right).

the Optimized Schwarz Method along the interfaces (the one introduced in [28] for a Bidomain/Monodomain coupling, the one proposed in this paper for a Bidomain/Bidomain coupling). The model adaptive approach is currently under investigation and will be the subject of a forthcoming paper.
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