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Abstract. We present the first a priori error analysis of the h-version of the hybridizable discontinuous Galerkin (HDG) methods applied to convection-dominated diffusion problems. We show that, when using polynomials of degree no greater than \( k \), the \( L^2 \)-error of the scalar variable converges with order \( k + 1/2 \) on general conforming quasi-uniform simplicial meshes, just as for conventional DG methods. We also show that the method achieves the optimal \( L^2 \)-convergence order of \( k + 1 \) on special meshes. Moreover, we discuss a new way of implementing the HDG methods for which the spectral condition number of the global matrix is independent of the diffusion coefficient. Numerical experiments are presented which verify our theoretical results.
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1. Introduction

In this paper, we present the first a priori error analysis of the h-version of the HDG methods for the following convection-dominated diffusion model problem:

\[
-\epsilon \Delta u + \beta \cdot \nabla u = f \quad \text{in} \ \Omega, \tag{1.1a}
\]
\[
u = g \quad \text{on} \ \partial \Omega, \tag{1.1b}
\]

where \( \Omega \in \mathbb{R}^d \) (\( d = 2, 3 \)) is a polyhedral domain, \( \epsilon \ll |\beta|_{L^\infty(\Omega)} \), \( f \in L^2(\Omega) \) and \( g \in H^{1/2}(\partial \Omega) \). As in [1], we assume that the velocity field \( \beta \in W^{1,\infty}(\Omega) \) has neither closed curves nor stationary points, i.e.,

\[
\beta \in W^{1,\infty}(\Omega) \text{ has no closed curves}, \quad \beta(x) \neq 0 \quad \forall x \in \Omega. \tag{1.2}
\]

This implies that there exists a smooth function \( \psi \) so that

\[
\beta \cdot \nabla \psi(x) \geq b_0 \quad \forall x \in \Omega, \tag{1.3}
\]
for some constant $b_0 > 0$, see [24] or ([1], Appendix A) for a proof. We also assume that

$$- \nabla \cdot \beta(x) \geq 0 \quad \forall x \in \Omega,$$

which means that the “effective” reaction is non-negative since

$$\beta \cdot \nabla u = \nabla \cdot (\beta u) - (\nabla \cdot \beta) u.$$

Let us remark that assumption (1.2) ensures the well-posedness of the continuous problem in the pure hyperbolic limit ($\epsilon = 0$), see Chapter 3 of [27], for details. It is also well-known [25,27] that solutions to the problem (1.1) may develop layers, whose approximation is the major difficulty of designing high-order, robust numerical schemes. We refer to [38,39] for a comprehensive information on different numerical techniques for (1.1).

In the last decade, the discontinuous Galerkin methods [11,23] have been extensively considered for convection-diffusion equations. For example, see the local discontinuous Galerkin (LDG) methods [8,12,13,22,30], the method of Baumann and Oden [2], the interior-penalty discontinuous Galerkin (IP-DG) methods [1,40], the multiscale discontinuous Galerkin method [6,31], the mixed-hybrid-discontinuous Galerkin (MH-DG) method [26], and the HDG methods [16,36,37]. On the other hand, for steady-state problems, the main disadvantage of conventional DG methods, compared to other methods, is that they require a higher number of globally-coupled degrees of freedom for the same mesh. In order to address this issue, the HDG methods were introduced in [19] in the framework of second-order uniformly elliptic problems. The methods are such that the globally-coupled degrees of freedom are only those of the numerical traces on the mesh skeleton. A similar idea was used in [26] to obtain the MH-DG method. Hence, the use of the hybridization technique eliminates the main disadvantage of DG methods to a significant extent.

In [14,20], it was shown that, for the purely diffusive model problem, the numerical approximation of HDG methods achieves the same order of convergence as that of mixed methods. More precisely, when using polynomials of degree no greater than $k$, the $L^2$-error for both the scalar and flux approximation converges optimally with order $k + 1$, and a postprocessed scalar approximation converges with order $k + 2$ for $k \geq 1$. Recently in [9,10], similar results have been proven for the convection-diffusion equation when the diffusion coefficient is comparable to the convection coefficient, with variable-degree approximations and nonconforming meshes.

In this work, we focus on the analysis of the convection-dominated case, that is, when $\epsilon \ll \|\beta\|_{L^\infty(\Omega)}$. We show that for the HDG methods using polynomial degree $k \geq 1$ with a suitably chosen stabilization function, we have, for general meshes, that

$$\|u_h - u\|_{L^2(\Omega)} \leq Ch^k \left(\epsilon h^{-1/2} + \epsilon^{1/2} + h^{1/2}\right) |u|_{H^{k+1}(\Omega)},$$

and, for meshes (almost) aligned with the direction of $\beta$, that

$$\|u_h - u\|_{L^2(\Omega)} \leq Ch^k \left(\epsilon h^{-1/2} + \epsilon^{1/2} + h\right) |u|_{H^{k+1}(\Omega)},$$

where $C$ is a constant independent of $\epsilon$ and $h$. Note that if $\epsilon \leq O(h^2)$, we obtain optimal convergence for $\|u_h - u\|_{L^2(\Omega)}$ in (1.6), which can be considered as an extension of a similar result for the pure hyperbolic case [15,17]. We also show that, with a suitably chosen stabilization function, the condition number of the global matrix for the scaled numerical traces is $O(h^{-2})$, independent of $\epsilon$.

To prove these estimates, we cannot use the approach used in [9,10] because the constants in the error estimates in [9,10] may blow up as $\epsilon$ approaches 0. For example, the constant $\gamma_k^{max}$ in Theorem 2.1 of [9], is of order $O(\epsilon^{-1})$. In order to obtain an estimate that is robust with respect to $\epsilon$, we need to modify the energy argument used in [9,10] by using test functions similar to that used in [1,32]. In [32], a weighted test function was used to obtain the $L^2$-stability of the original DG method [35] for the pure hyperbolic equation. In [1], the idea was extended to convection-diffusion-reaction equations using the IP-DG method. We also need to use a new projection to obtain error estimates with less restrictive regularity assumptions.
Next, we would like to compare our results with those obtained for the IP-DG method in [1]. Our convergence result for \( \| u_h - u \|_{L^2(\Omega)} \) on general meshes is the same as that in [1], while the optimal convergence on special meshes is new. Also, our method has less globally-coupled degrees of freedom, and our choice of the stabilization function is determined clearly in the numerical formulation; there is no need to choose it empirically as in the IP-DG method.

Now, let us compare our results with those for the MH-DG method [26]. The MH-DG method uses a combination of upwind techniques used in DG methods for hyperbolic problems with conservative discretizations of mixed methods for elliptic problems. To the best of our knowledge, [26] is the first paper which utilizes hybrid formulations for the mixed and DG methods to make them compatible. We show that our method is quite similar to the MH-DG method. Actually, in Appendix A, we show that, using the same approximation spaces as those of the MH-DG method, the HDG method becomes exactly the same as the MH-DG method by suitably choosing the stabilization function. The new features of our analysis with respect to that of [26] are that we can deal with variable velocity field \( \beta \) and that we have an estimate of \( \| u_h - u \|_{L^2(\Omega)} \), which is not obtained in [26]. Moreover, we prove that the condition number for the global linear system can be rendered to be independent of \( \epsilon \) and of order \( O(h^{-2}) \).

A well-known stabilization technique for convection-dominated diffusion problems in the finite element method literature is residual-based stabilization, see the SUPG [5] and residual-free bubbles [3, 4] methods. The main disadvantages of residual-based stabilization are that they are not locally conservative and that the performance of the methods relies heavily on a proper choice of the stabilization parameter, which might be hard to determine or expensive to compute. We refer readers to [29] for a detailed comparison of the hp-version of the DG methods with the SUPG methods in the pure hyperbolic case, and to [26] for a detailed comparison of the MH-DG method with the SUPG methods for the convection-diffusion case.

The rest of the paper is organized as follows. In Section 2, we introduce the HDG method and state and discuss the main theoretical results. In Section 3, we give a characterization of the HDG method, and show that, after scaling, the condition number of the global matrix is independent of \( \epsilon \). In Section 4, we present the convergence analysis of the HDG method. Finally, in Section 5, we display numerical experiments which verify our theoretical results.

\section{The HDG method and main results}

In this section, we present the HDG method and state and discuss our main theoretical results.

\subsection{The mesh}

Let \( \mathcal{T}_h \) be a conforming, quasi-uniform simplicial triangulation of \( \Omega \). Given an element (triangle/tetrahedron) \( K \in \mathcal{T}_h \), which we assume to be an open set, \( \partial K \) denotes the set of its edges in the two dimensional case and of its faces in the three dimensional case. Elements of \( \partial K \) will be generally referred to as faces, regardless of the spatial dimension, and denoted by \( F \). The set of all (interior) faces of the triangulation will be denoted \( \mathcal{E}_h \) (\( \mathcal{E}_h^\circ \)). We distinguish functions defined on the faces of the triangulation (the skeleton) by saying that they are defined on \( \mathcal{E}_h \) from functions defined on the boundaries of the elements (and therefore having the ability to display two different values on interior faces) by saying that they are defined on \( \partial \mathcal{T}_h \). Hence the spaces \( L^2(\mathcal{E}_h) \) and \( L^2(\partial \mathcal{T}_h) \) have different meanings. For each element \( K \in \mathcal{T}_h \), we set \( h_K := |K|^\frac{d}{d-1} \), and for each of face \( F \), \( h_F := |F|^\frac{1}{d-1} \), where \( |\cdot| \) denotes the Lebesgue measure in \( d \) or \( d-1 \) dimensions. We define \( h = \max_{K \in \mathcal{T}_h} h_K \).

Moreover, we also consider special meshes that satisfy the following assumption: there exists a constant \( C \) so that

\[
\max_{x \in F} \beta(x) \cdot n, 0 \leq Ch_K, \quad \forall F \in \partial K \setminus F^+_K, \forall K \in \mathcal{T}_h,
\]
2.2. The HDG method

In order to define the HDG method, we first rewrite our model problem (1.1) as the following first-order system by introducing $q = -\varepsilon \nabla u$ as a new unknown:

\begin{align}
\epsilon^{-1} q + \nabla u &= 0 \text{ in } \Omega, \\
\nabla \cdot q + \beta \cdot \nabla u &= f \text{ in } \Omega, \\
\nabla \cdot q + \beta \cdot \nabla u &= f \text{ in } \Omega,
\end{align}

where $q_0$ is the face of $K$ such that $\sup_{x \in F} \beta(x) \cdot n = \max_{F \in \partial K} \sup_{x \in F} \beta(x) \cdot n$. These meshes have been introduced in [15] (see also [17]) for the analysis of the original DG method. In Appendix C, we sketch how to generate a triangulation satisfying assumption (2.1).

The HDG method (2.4) has a unique solution provided that the stabilization function $\sum_{F \in \partial K} \beta(w) \cdot n$. In order to define the HDG method, we first rewrite our model problem (1.1) as the following first-order system by introducing $q = -\varepsilon \nabla u$ as a new unknown:

\begin{align}
\epsilon^{-1} q + \nabla u &= 0 \text{ in } \Omega, \\
\nabla \cdot q + \beta \cdot \nabla u &= f \text{ in } \Omega, \\
\nabla \cdot q + \beta \cdot \nabla u &= f \text{ in } \Omega.
\end{align}

Let us also define the following finite element spaces:

\begin{align}
V_h &= \{ r \in L^2(\Omega; \mathbb{R}^d) : r|_K \in P_k(K; \mathbb{R}^d) \text{ for all } K \in T_h \}, \\
W_h &= \{ w \in L^2(\Omega) : w|_K \in P_k(K) \text{ for all } K \in T_h \}, \\
M_h &= \{ \mu \in L^2(\mathcal{E}_h) : \mu|_F \in P_k(F) \text{ for all } F \in \mathcal{E}_h \}, \\
M_h(g) &= \{ \mu \in M_h : \langle \mu, \xi \rangle_{\partial \Omega} = \langle g, \xi \rangle_{\partial \Omega} \text{ for all } \xi \in M_h \},
\end{align}

where $P_k(D)$ is the space of polynomials of total degree not larger than $k \geq 0$ defined on $D$, and

\[ \langle \xi, \eta \rangle_{\partial \Omega} = \sum_{F \in \partial \Omega} \int_F \xi \eta \, ds. \]

The HDG method seeks an approximation $(q_h, u_h, \hat{u}_h) \in V_h \times W_h \times M_h$ by requiring that

\begin{align}
\langle \epsilon^{-1} q_h, r \rangle_{\mathcal{T}_h} - \langle u_h, \nabla \cdot r \rangle_{\mathcal{T}_h} + \langle \hat{u}_h, r \cdot n \rangle_{\partial \mathcal{T}_h} &= 0, \\
- \langle q_h + \beta u_h, \nabla w \rangle_{\mathcal{T}_h} - \langle \nabla \cdot \beta u_h, w \rangle_{\mathcal{T}_h} + \langle q_h + \beta \hat{u}_h, n \cdot w \rangle_{\partial \mathcal{T}_h} &= \langle f, w \rangle_{\mathcal{T}_h}, \\
\langle \hat{u}_h, \mu \rangle_{\partial \mathcal{T}_h} &= \langle g, \mu \rangle_{\partial \Omega}, \\
\langle (q_h + \beta u_h) \cdot n, \mu \rangle_{\partial \mathcal{T}_h \cap \partial \Omega} &= 0,
\end{align}

for all $(r, w, \mu) \in V_h \times W_h \times M_h$, where the numerical trace $(q_h + \beta u_h) \cdot n$ is given by

\[ \left( q_h + \beta \hat{u}_h \right) \cdot n = q_h \cdot n + \beta \cdot n \hat{u}_h + \tau (u_h - \hat{u}_h) \text{ on } \partial \mathcal{T}_h, \]

and the stabilization function $\tau$ is piecewise, nonnegative constant defined on $\partial \mathcal{T}_h$. Here we write $\langle \eta, \xi \rangle_{\mathcal{T}_h} := \sum_{K \in \mathcal{T}_h} \int_K \eta \xi \, dx$, and $\langle \eta, \xi \rangle_{\partial \mathcal{T}_h} := \sum_{K \in \partial \mathcal{T}_h} \int_{\partial K} \eta \xi \, ds$. In Section 3, we show that the linear system (2.4) can be efficiently implemented so that the only global unknowns are related to the numerical trace $\hat{u}_h$.

The HDG method (2.4) has a unique solution provided that the stabilization function $\tau$ in (2.4e) satisfies the following assumption:

\[ \inf_{x \in F} \left( \tau - \frac{1}{2} \beta(x) \cdot n \right) \geq 0, \quad \forall F \in \partial K, \forall K \in \mathcal{T}_h, \]

where in each element, the strict inequality holds at least on one face; see Theorem 3.1 of [36], for a proof.
2.3. Assumptions on the stabilization function

Next, we present our assumptions on the stabilization function \( \tau \) verifying the inequality (2.5). We then construct two examples satisfying them.

To do that, we need to introduce some notation. Let \( F^+_K \) be the face of \( K \) on which \( \tau \) attains its maximum, and \( F^-_K \) be the face of \( K \) on which \( \inf_{x \in F} (\tau - \frac{1}{2} \beta(x) \cdot n) \) attains its maximum, that is,

\[
\tau(F^+_K) := \max_{F \in \partial K} \tau(F) \quad \forall K \in \mathcal{T}_h, \quad (2.6a)
\]

\[
\inf_{x \in F^-_K} \left( \tau - \frac{1}{2} \beta(x) \cdot n \right) := \max_{F \in \partial K} \inf_{x \in F} \left( \tau - \frac{1}{2} \beta(x) \cdot n \right) \quad \forall K \in \mathcal{T}_h, \quad (2.6b)
\]

and set

\[
\tau^w_K := \max_{F \in \partial K \setminus F^-_K} \tau(F), \quad \tau^w := \max_{K \in \mathcal{T}_h} \tau^w_K,
\]

\[
\tau^v_K := \inf_{x \in F^-_K} \left( \tau - \frac{1}{2} \beta(x) \cdot n \right), \quad \tau^v := \min_{K \in \mathcal{T}_h} \tau^v_K.
\]

We assume that there exists universal positive constants \( C_0, C_1, C_2 \) so that

\[
\tau^w_K \leq C_0 \quad \forall K \in \mathcal{T}_h, \quad (2.8a)
\]

\[
\tau^v_K \geq C_1 \min \left( \frac{\epsilon}{h^2}, 1 \right) \quad \forall K \in \mathcal{T}_h, \quad (2.8b)
\]

\[
\inf_{x \in F} \left( \tau - \frac{1}{2} \beta(x) \cdot n \right) \geq C_2 \max_{x \in F} |\beta(x) \cdot n| \quad \forall F \in \partial K, \forall K \in \mathcal{T}_h. \quad (2.8c)
\]

In order to get an improved estimate, we need to replace (2.8a) by the following, more restrictive assumption on \( \tau^w_K \): assume there exists a positive constant \( C \) so that

\[
\tau^w_K \leq Ch_K \quad \forall K \in \mathcal{T}_h. \quad (2.9)
\]

We remark this assumption might not be compatible with (2.8c) on general meshes, but it can hold for the meshes that satisfy assumption (2.1).

Now, let us show that it is quite easy to construct \( \tau \) satisfying assumptions (2.8) by displaying two of them. The first example of the stabilization function is

\[
\tau_1(F) = \max(\sup_{x \in F} \beta(x) \cdot n, 0), \quad \forall F \in \partial K, \forall K \in \mathcal{T}_h. \quad (2.10)
\]

Assumptions (2.8a) and (2.8c) are always satisfied, and assumption (2.8b) holds provided

\[
\max_{F \in \partial K} \inf_{x \in F} (-\beta(x) \cdot n) \geq C \quad \forall K \in \mathcal{T}_h,
\]

for some positive constant \( C \); this is true, for example, for piecewise-constant \( \beta \). Moreover, assumption (2.9) is also satisfied if the mesh satisfies (2.1).

The second example is

\[
\tau_2(F) = \max(\sup_{x \in F} \beta(x) \cdot n, 0) + \min \left( \rho_0 \frac{\epsilon}{h^2}, 1 \right), \quad \forall F \in \partial K, \forall K \in \mathcal{T}_h, \quad (2.11)
\]

where \( \rho_0 > 0 \) is a constant typically chosen to be less than or equal to 1. Assumptions (2.8) are always satisfied in this case. Moreover, assumption (2.9) is satisfied provided the mesh satisfies (2.1) and we take \( \epsilon \leq O(h^2) \).

Let us conclude the discussion on \( \tau \) by remarking that if we replace \( \max(\sup_{x \in F} \beta(x) \cdot n, 0) \) with \( \sup_{x \in F} |\beta(x) \cdot n| \) in the definition of \( \tau \) in (2.10) and (2.11), assumptions (2.8) will be satisfied, while (2.9) is no longer true for the special meshes.
2.4. The main theoretical results

From now on, we use $C$ to denote a generic constant, which may be dependent on the polynomial degree $k$, and/or the velocity field $\beta$. The value $C$ at different occurrences may differ.

We proceed to state our main theoretical results. We will show convergence estimates in the following norm

$$
\| (r, w, \mu) \|_c := \left( \| \varepsilon^{-1/2} r \|_{T_h}^2 + \| w \|_{T_h}^2 + \| \tau - \frac{1}{2} \beta \cdot n \|_{\partial T_h}^2 \right)^{1/2},
$$

where $\| \cdot \|_D$ is the standard $L^2$-norm in the domain $D$.

**Theorem 2.1.** Let $(q, u)$ be the solution to the boundary-value problem (2.2), and let $(q_h, u_h, \hat{u}_h)$ be the solution to the HDG method (2.4) where the stabilization function $\tau$ satisfies assumptions (2.8). Then, there exists $h_0$, independent of $\epsilon$, such that when $h < h_0$, we have

$$
\| (q - q_h, u - u_h, u - \hat{u}_h) \|_c \leq C \varepsilon^{1/2} h^{s_u + 1/2} \left( \epsilon^{1/2} + h^{1/2} \right) |u|_{H^{s+2}(\Omega)} + C h^{s_w + 1/2} |u|_{H^{s+1}(\Omega)}
$$

for all $s_u \in [0, k]$ and $s_w \in [0, k]$.

**Theorem 2.2.** Let $(q, u)$ be the solution to the boundary-value problem (2.2), and let $(q_h, u_h, \hat{u}_h)$ be the solution to the HDG method (2.4) where the stabilization function $\tau$ satisfies assumptions (2.8) and (2.9). Then, there exists $h_0$, independent of $\epsilon$, such that when $h < h_0$, we have

$$
\| u - u_h \|_{T_h} \leq C \varepsilon^{1/2} h^{s_u + 1/2} \left( \epsilon^{1/2} + h^{1/2} \right) |u|_{H^{s+2}(\Omega)} + C h^{s_w + 1} |u|_{H^{s+1}(\Omega)}
$$

for all $s_u \in [0, k]$ and $s_w \in [0, k]$.

**Remark 2.3.** If $\tau$ satisfies assumptions (2.8), $k \geq 1$, $u \in H^{k+1}(\Omega)$ and $\epsilon \leq O(h)$, we get

$$
\| u - u_h \|_{T_h} \leq C h^{k+1/2} |u|_{H^{k+1}(\Omega)}
$$

by choosing $s_u = k - 1, s_w = k$ in Theorem 2.1. If $\epsilon = 0$, our method collapses to the original DG method [35]. Since the best $L^2$-error of the DG method for pure convection problems on general meshes is $\| u - u_h \|_{T_h} \leq C h^{k+1/2} |u|_{H^{k+1}}$, see [34]; it is reasonable to expect $\| u - u_h \|_{T_h}$ to be of order $h^{k+1/2}$ when $\epsilon \ll 1$.

**Remark 2.4.** If $\tau$ satisfies assumptions (2.8) and (2.9), $k \geq 1$, $u \in H^{k+1}(\Omega)$ and $\epsilon \leq O(h^2)$, we have

$$
\| u - u_h \|_{T_h} \leq C h^{k+1} |u|_{H^{k+1}(\Omega)}
$$

by choosing $s_u = k - 1, s_w = k$ in Theorem 2.2. Note that we can construct $\tau$ satisfying (2.8) and (2.9) provided that the mesh satisfies (2.1). Hence, our result can be considered as a generalization of the results in [15, 17] in which the authors obtained optimal $L^2$-convergence of the original DG method for convection-reaction equations on special meshes.

**Remark 2.5.** It is shown in Appendix A that we can recover the MH-DG method [26] from our formulation by suitably choosing the stabilization function $\tau$ and the approximation spaces $V_h, W_h, M_h$. Hence, our results can be directly applied to the MH-DG method. In particular, we gain the $L^2$-control of $u_h$ and obtained optimal order of convergence for $\| u - u_h \|_{T_h}$ for special meshes.

3. A characterization of the HDG method

Here, we show how to eliminate, in an elementwise manner, the unknowns $q_h$ and $u_h$ from the equations (2.4) and rewrite the original system solely in terms of the unknown $\hat{u}_h$, see also [16, 36]. In this way, we do not have to deal with the large linear system generated by (2.4), but with the inversion of a sparser matrix of remarkably smaller size.
3.1. The local problems

We begin by showing how to express the unknowns \( q_h \) and \( u_h \) in terms of the unknown \( \hat{u}_h \).

Given \( \lambda \in L^2(\mathcal{E}_h) \) and \( f \in L^2(\mathcal{T}_h) \), consider the solution to the set of local problems in each \( K \in \mathcal{T}_h \): find

\[
(q_h, u_h) \in V(K) \times W(K),
\]

where \( V(K) := P_k(K; \mathbb{R}^d) \) and \( W(K) := P_k(K) \), such that

\[
\begin{align*}
(\epsilon^{-1} q_h, r)_K - (u_h, \nabla \cdot r)_K &= - (\lambda, r \cdot n)_{\partial K}, \\
(\nabla \cdot q_h, w)_K - (u_h, \nabla \cdot (\beta w))_K + (\tau u_h, w)_{\partial K} &= (f, w)_K,
\end{align*}
\]

for all \((r, w) \in V(K) \times W(K)\).

We denote by \( (q^\lambda_h, u^\lambda_h) \) the solution of the above local problem when we take \( \lambda = 0 \). Similarly, we denote \( (q^f_h, u^f_h) \) the solution when \( f = 0 \). We can thus write that

\[
(q_h, u_h) = (q^\lambda_h, u^\lambda_h) + (q^f_h, u^f_h).
\]

3.2. The global problem

If we now take \( \lambda := \hat{u}_h \), we see that \( (q_h, u_h) \) is expressed in terms of \( \hat{u}_h \) (and \( f \)). We can thus eliminate those two unknowns from the equations and solve for \( \hat{u}_h \) only. The global problem that determines \( \hat{u}_h \) is not difficult to find.

We have that \( \hat{u}_h \in M_h(g) \) must satisfy

\[
a_h(\hat{u}_h, \mu) = b_h(\mu) \quad \forall \mu \in M_h(0),
\]

where

\[
\begin{align*}
a_h(\lambda, \mu) &:= - (q^\lambda_h \cdot n, \mu)_{\partial \Omega_h} - (\tau (u^\lambda_h - \lambda), \mu)_{\partial \Omega_h}, \\
b_h(\mu) &:= (q^f_h \cdot n, \mu)_{\partial \Omega_h} + (\tau u^f_h, \mu)_{\partial \Omega_h}.
\end{align*}
\]

Indeed, note that the definition of \( M_h(g) \) incorporates the boundary condition (2.4c), and that the last equation is nothing but a rewriting of the transmission condition (2.4d) by observing that

\[
\left\langle \beta \cdot n, \mu \right\rangle_{\partial \Omega_h} = 0, \quad \forall \lambda \in M_h(g), \forall \mu \in M_h(0).
\]

3.3. A characterization of the approximate solution

The above results suggest the following characterization of the approximate solution of the HDG method. We leave the proof to the interested readers as an exercise, see also \([16,36]\).

**Theorem 3.1.** The approximate solution of the HDG method satisfies

\[
(q_h, u_h) = (q^\lambda_h, u^\lambda_h) + (q^f_h, u^f_h).
\]

Moreover, \( \hat{u}_h \in M_h(g) \) is the solution of

\[
a_h(\hat{u}_h, \mu) = b_h(\mu) \quad \forall \mu \in M_h(0).
\]

Also, we have that

\[
\begin{align*}
a_h(\lambda, \mu) &= (\epsilon^{-1} q^\lambda_h, q^\mu_h)_{\mathcal{T}_h} - (u^\lambda_h, \nabla \cdot (\beta u^\mu_h))_{\mathcal{T}_h} + (\beta \cdot n u^\mu_h, \mu)_{\partial \mathcal{T}_h} + (\tau (u^\lambda_h - \lambda), \mu)_{\partial \mathcal{T}_h}, \\
b_h(\mu) &= (f, u^\mu_h)_{\mathcal{T}_h} + (\beta \cdot n u^f_h, \mu)_{\partial \mathcal{T}_h} + (u^f_h, \beta \cdot \nabla u^\mu_h)_{\mathcal{T}_h} - (\nabla u^f_h, \beta u^\mu_h)_{\mathcal{T}_h}.
\end{align*}
\]
3.4. The conditioning of the HDG method

We note that both examples of stabilization function $\tau$ in (2.10) and (2.11) on a face $F$ can be very small if $\beta \cdot n|_F$ and $\epsilon$ are very small. In this case, the condition number of the global matrix generated by $a_h$ in (3.2) might blow up as $\epsilon$ goes to zero.

In order to make the condition number independent of $\epsilon$, we need a new assumption on $\tau$, namely,

$$\inf_{x \in F} \left( \tau - \frac{1}{2} \beta(x) \cdot n \right) \geq C_2 \min \left( \frac{\epsilon}{h_F}, 1 \right) \quad \forall F \in \partial K, \forall K \in \mathcal{T}_h. \quad (3.3)$$

If we introduce

$$\tilde{\lambda} = \Lambda \epsilon \lambda, \quad \tilde{\mu} = \Lambda \epsilon \mu, \quad \forall \lambda \in M_h(g), \mu \in M_h(0), \quad (3.4)$$

where $\Lambda |_F = \left( \sup_{x \in F} |\beta \cdot n(x)| + \min \left( \frac{\epsilon}{h_F}, 1 \right) \right)^{1/2}$, $\forall F \in \mathcal{E}_h$,

the preferred form for implementation for the HDG method is to find $\tilde{\lambda} \in M_h(A,g)$ satisfying

$$\tilde{a}_h \left( \tilde{\lambda}, \tilde{\mu} \right) = b_h \left( A^{-1} \tilde{\mu} \right)$$

for all $\tilde{\mu} \in M_h(0)$. Here,

$$\tilde{a}_h \left( \tilde{\lambda}, \tilde{\mu} \right) = a_h \left( A^{-1} \tilde{\lambda}, A^{-1} \tilde{\mu} \right). \quad (3.5)$$

We have the following theorem concerning the condition number of the scaled global matrix in (3.5).

**Theorem 3.2.** Let the stabilization function $\tau$ satisfy assumptions (2.8) and (3.3), and let $\epsilon \leq O(h)$. Let $\kappa$ be the spectral condition number of the global matrix generated by $\tilde{a}_h$ in (3.5). Then there is $h_0 > 0$, which is independent of $\epsilon$ and $h$, such that when $h < h_0$,

$$\kappa \leq Ch^{-2}.$$

We present a detailed proof of Theorem 3.2 in Appendix B.

**Remark 3.3.** Obviously, assumption (3.3) is satisfied by the second stabilization function (2.11) but not by the first one (2.10) on meshes that aligned with the direction of $\beta$. Theorem 3.2 shows that the condition number of the global matrix of the HDG method for convection-dominated diffusion problems is the same as that of HDG methods for elliptic problems in [18].

4. Convergence analysis

In this section, we prove Theorems 2.1 and 2.2. We begin by introducing the following bilinear form:

$$B((q, u, \lambda), (r, w, \mu)) = (\epsilon^{-1} q, r)_{\mathcal{T}_h} - (u, \nabla \cdot r)_{\mathcal{T}_h} + (\lambda, r \cdot n)_{\partial \mathcal{T}_h} - (q + \beta u, \nabla w)_{\mathcal{T}_h} + ((q + \beta \lambda) \cdot n + \tau (u - \lambda), w)_{\partial \mathcal{T}_h}$$

$$- ((\nabla \cdot \beta) u, w)_{\mathcal{T}_h} - ((q + \beta \lambda) \cdot n + \tau (u - \lambda), \mu)_{\partial \mathcal{T}_h}, \quad (4.1)$$

for all $(q, u, \lambda)$ and $(r, w, \mu) \in H^1(\mathcal{T}_h; \mathbb{R}^d) \times H^1(\mathcal{T}_h) \times L^2(\mathcal{E}_h)$. It’s easy to see that the HDG method (2.4) can be recasted in the following compact form: Find $(q_h, u_h, \tilde{u}_h) \in V_h \times W_h \times M_h(g)$ so that

$$B((q_h, u_h, \tilde{u}_h), (r, w, \mu)) = (f, w)_{\mathcal{T}_h}, \quad (4.2)$$

for all $(r, w, \mu) \in V_h \times W_h \times M_h(0)$.
4.1. Stability property for the HDG method

It is well known that we have the following result regarding the stability of the convection-dominated diffusion problem,

\[ \epsilon \| \nabla u \|_{L^2(\Omega)}^2 + \| u \|_{L^2(\Omega)}^2 \leq C \| f \|_{L^2(\Omega)}^2, \]

provided that \( \beta \) satisfies assumption (1.3) and \( g = 0 \) on \( \partial \Omega \), see [1]. On the other hand, by taking \((r, w, \mu) = (q_h, u_h, \hat{u}_h)\) in (4.2), the standard energy argument only gives the following estimate:

\[ (\epsilon^{-1} q_h, q_h)_{\gamma_h} + \left( \tau \frac{1}{2} \beta \cdot n \right) (u_h - \hat{u}_h), u_h - \hat{u}_h \] \[ - \frac{1}{2} \left( (\nabla \cdot \beta) u_h, u_h \right)_{\gamma_h} = (f, u_h)_{\gamma_h}. \]

Hence, we do not have control of the \( L^2 \)-norm of \( u_h \) by the standard energy argument when the velocity field \( \beta \) is divergence-free. The main idea of our stability analysis is to achieve the control of the \( L^2 \)-norm of \( u_h \) by mimicking the proof of the stability property (4.3) at the discrete level. We shall proceed in the following three steps.

**Step 1.** In view of assumption (1.2), we define a function

\[ \varphi := e^{-\psi} + \chi, \] (4.4)

where \( \chi \) is a positive constant to be determined later. Mimicking the proof of stability results carried out for the continuous problem, we obtain the following lemma.

**Lemma 4.1.** Let \( \varphi \) be given in (4.4) where \( \chi \geq 1 + 2b_0^{-1}\| e^{-\psi} \|_{L^\infty(\Omega)} \cdot \| \nabla \psi \|_{L^2(\Omega)}^2. \) Also, let \( \tau \) satisfy assumption (2.5). Then for all \((q_h, u_h, \lambda_h) \in V_h \times W_h \times M_h(0), \) the following inequality holds

\[ B((q_h, u_h, \lambda_h), (q_{\varphi}, u_{\varphi}, \lambda_{\varphi})) \geq C \| (q_h, u_h, \lambda_h) \|_e^2, \]

where \( q_{\varphi} = \varphi q_h, \ u_{\varphi} = \varphi u_h \) and \( \lambda_{\varphi} = \varphi \lambda_h. \)

**Proof.** With \((q_{\varphi}, u_{\varphi}, \lambda_{\varphi})\) given above, we have that

\[ B((q_h, u_h, \lambda_h), (q_{\varphi}, u_{\varphi}, \lambda_{\varphi})) = (\epsilon^{-1} q_h, \varphi q_h)_{\gamma_h} + T_1 + T_2 + T_3, \]

where

\[ T_1 = -(u_h, \nabla \cdot (\varphi q_h))_{\gamma_h} + (\lambda_h, \varphi q_h \cdot n)_{\partial \Omega} - (q_h, \nabla (\varphi u_h))_{\gamma_h} + (q_h, \varphi (u_h - \lambda_h))_{\partial \Omega}, \]

\[ T_2 = - (\beta u_h, \nabla (\varphi u_h))_{\gamma_h} - ((\nabla \cdot \beta) u_h, \varphi u_h)_{\gamma_h} + (\beta \cdot n \lambda_h, \varphi u_h)_{\partial \Omega}, \]

\[ T_3 = (\tau (u_h - \lambda_h, \varphi (u_h - \lambda_h))_{\partial \Omega}. \]

By integration by parts, we obtain

\[ T_1 = -(u_h, \nabla \cdot (\varphi q_h))_{\gamma_h} + (\lambda_h, \varphi q_h \cdot n)_{\partial \Omega} - (q_h, \nabla (\varphi u_h))_{\gamma_h} + (q_h, \varphi (u_h - \lambda_h))_{\partial \Omega}, \]

\[ = -(u_h, \nabla \varphi \cdot q_h)_{\gamma_h} - (\varphi u_h, \nabla q_h)_{\gamma_h} - (q_h, \nabla (\varphi u_h))_{\gamma_h} + (q_h, \varphi (u_h - \lambda_h))_{\partial \Omega}, \]

\[ = -(u_h, \nabla \varphi \cdot q_h)_{\gamma_h} \]

\[ = (u_h, e^{-\psi} \nabla \psi \cdot q_h)_{\gamma_h} \]

\[ T_2 = - (\beta u_h, \nabla (\varphi u_h))_{\gamma_h} - ((\nabla \cdot \beta) u_h, \varphi u_h)_{\gamma_h} + (\beta \cdot n \lambda_h, \varphi u_h)_{\partial \Omega}, \]

\[ = - (\beta \cdot \nabla \varphi, u_h^2)_{\gamma_h} - (\beta \varphi, \frac{u_h^2}{2})_{\gamma_h} - ((\nabla \cdot \beta) \varphi, u_h^2)_{\gamma_h} + (\beta \cdot n \lambda_h, \varphi u_h)_{\partial \Omega}, \]

\[ = - \frac{1}{2} (\beta \cdot \nabla \varphi, u_h^2)_{\gamma_h} - \frac{1}{2} (\beta \cdot n \lambda_h, \varphi u_h)_{\partial \Omega}, \]

\[ = \frac{1}{2} (\beta \cdot \nabla \varphi, e^{-\psi} u_h^2)_{\gamma_h} - \frac{1}{2} ((\nabla \cdot \beta) \varphi, u_h^2)_{\gamma_h} - \frac{1}{2} (\beta \cdot n (u_h - \lambda_h), \varphi (u_h - \lambda_h))_{\partial \Omega}. \]
where in the last step, we used \( \langle \beta \cdot n, \varphi \lambda_h \rangle_{\partial \Omega} = 0 \) due to the fact that \( \lambda_h \) is single valued on the interior faces and \( \lambda_h = 0 \) on \( \partial \Omega \).

Combining \( T_1, T_2 \) and \( T_3 \), we have that

\[
B((q_h, u_h, \lambda_h), (q_\varphi, u_\varphi, \lambda_\varphi)) = (\epsilon^{-1} q_h, \varphi q_h)_{\mathcal{T}_h} + (u_h, e^{-\psi} \nabla \psi \cdot q_h)_{\mathcal{T}_h} + \frac{1}{2} \left( (\tau - \frac{1}{2} \beta \cdot n) \varphi (u_h - \lambda_h), u_h - \lambda_h \right)_{\partial \mathcal{T}_h}.
\]

Invoking assumptions (1.3) and (1.4), and \( \varphi \geq \chi \), we obtain

\[
B((q_h, u_h, \lambda_h), (q_\varphi, u_\varphi, \lambda_\varphi)) \geq \epsilon^{-1} q_h, \varphi q_h)_{\mathcal{T}_h} + (u_h, e^{-\psi} \nabla \psi \cdot q_h)_{\mathcal{T}_h} + \frac{1}{2} b_0 (u_h, e^{-\psi} u_h)_{\mathcal{T}_h} + \frac{1}{2} \left( (\tau - \frac{1}{2} \beta \cdot n) \varphi (u_h - \lambda_h), u_h - \lambda_h \right)_{\partial \mathcal{T}_h}.
\]

Using the Cauchy–Schwarz inequality, we have

\[
(u_h, e^{-\psi} \nabla \psi \cdot q_h)_{\mathcal{T}_h} \leq \frac{1}{2} \left[ \delta^{-1}||\nabla \psi||^2_{L^\infty(\Omega)} (e^{-\psi} q_h, q_h)_{\mathcal{T}_h} + \delta (e^{-\psi} u_h, u_h)_{\mathcal{T}_h} \right]
\]

for any \( \delta > 0 \). Taking \( \chi \geq 1 + 2b_0^{-1}||e^{-\psi}||_{L^\infty(\Omega)} \cdot ||\nabla \psi||^2_{L^\infty(\Omega)} \), and \( \delta = b_0/2 \), we get

\[
B((q_h, u_h, \lambda_h), (q_\varphi, u_\varphi, \lambda_\varphi)) \geq \frac{1}{2} (q_h, q_h)_{\mathcal{T}_h} + \frac{b_0}{4} (e^{-\psi} u_h, u_h)_{\mathcal{T}_h} + \chi ||\tau - \frac{1}{2} \beta \cdot n||^{1/2} ||u_h - \lambda_h||_{\partial \mathcal{T}_h}^2.
\]

To complete the proof, we simply absorb \( \chi \), \( e^{-\psi} \) and \( b_0 \) into the generic constant \( C \).

\[ \square \]

**Step 2.** We note that the test function \((q_\varphi, u_\varphi, \lambda_\varphi) = (\varphi q_h, \varphi u_h, \varphi \lambda_h)\) in Lemma 4.1 is not in the discrete space \( V_h \times W_h \times M_h \). To establish a discrete stability property, we shall consider taking the discrete test functions as a projection of \((q_\varphi, u_\varphi, \lambda_\varphi)\) onto the spaces \( V_h \times W_h \times M_h \), denoted by \( \Pi_h q_\varphi, \Pi_h u_\varphi, P_M \lambda_\varphi \). Here \( P_M \) is the \( L^2 \)-projection onto \( M_h \). And \( \Pi_h \) and \( \Pi_h \) are the projections from \( H^1(\mathcal{T}_h; \mathbb{R}^d) \) and \( H^1(\mathcal{T}_h) \) onto \( V_h \) and \( W_h \) respectively satisfying

\[
\begin{align*}
(\Pi_h q, v)_K &= (q, v)_K & \forall v \in P_{k-1}(K), \\
\langle \Pi_h q \cdot n, \mu \rangle_F &= \langle q \cdot n, \mu \rangle_F & \forall \mu \in P_k(F), \forall F \in \partial K \setminus F^*_K, \\
(\Pi_h u, w)_K &= (u, w)_K & \forall w \in P_{k-1}(K), \\
\langle \Pi_h u, \mu \rangle_{F^*_K} &= (u, \mu)_{F^*_K} & \forall \mu \in P_k(F^*_K),
\end{align*}
\]

where \( F^*_K \) and \( F^*_K \) are defined in (2.6). We have the following optimal approximation property for \( \Pi_h \) and \( \Pi_h \), whose proof was available in (15, Prop. 2.1).

**Lemma 4.2.** Assume that \( q \in H^{s+1}(K; \mathbb{R}^d) \) for \( s \in [0, k] \) on an element \( K \in \mathcal{T}_h \). Then

\[
||\Pi_h q - q||_K \leq C h^{s+1} |q|_{H^{s+1}(K; \mathbb{R}^d)}.
\]
Assume that $u \in H^{s+1}(K)$ for $s \in [0, k]$ on an element $K \in \mathcal{T}_h$. Then
\[ \| \Pi_h u - u \|_K \leq C h^{s+1} |u|_{H^{s+1}(K)}. \]

We also need to estimate the difference between $q$, $u$ and $\lambda$ and their corresponding projections. Such an estimate is established in the following lemma. We refer the readers to Lemma 4.2 in [1] for a detailed proof.

**Lemma 4.3.** Let $K \in \mathcal{T}_h$ and $\eta \in C^1(K) \cap W^{k+1, \infty}(K)$. Then, for any $(v, v) \in P_h(K; \mathbb{R}^d) \times P_h(K)$ and $\chi \in \mathbb{R}$,
\[ \| \Pi_h ((\eta + \chi)v) - (\eta + \chi)v \|_K \leq C h_k \| \eta \|_{W^{k+1, \infty}(K)} \| v \|_K, \]
\[ \| \Pi_h ((\eta + \chi)v) - (\eta + \chi)v \|_F \leq C h_k^{1/2} \| \eta \|_{W^{k+1, \infty}(K)} \| v \|_K, \quad \forall F \in \partial K, \]
\[ \| \Pi_h ((\eta + \chi)v) - (\eta + \chi)v \|_K \leq C h_k \| \eta \|_{W^{k+1, \infty}(K)} \| v \|_K, \quad \forall F \in \partial K. \]

Now, we go back to the stability estimate in Lemma 4.1, and divide the left hand side of the inequality into two terms, namely,
\[ B((q_h, u_h, \lambda_h), (q_\varphi, u_\varphi, \lambda_\varphi)) = B((q_h, u_h, \lambda_h), (\Pi_h q_\varphi, \Pi_h u_\varphi, P_h \lambda_\varphi)) + B((q_h, u_h, \lambda_h), ((1 - \Pi_h) q_\varphi, (1 - \Pi_h) u_\varphi, (1 - P_h) \lambda_\varphi)). \]

**Step 3.** We define the union of faces to simplify the presentation:
\[ \partial \mathcal{T}_h^* := \bigcup_{K \in \mathcal{T}_h} \bigcup_{F \in \partial K \setminus F_k} F, \]
\[ \partial \mathcal{T}_h^* := \bigcup_{K \in \mathcal{T}_h} F_k^*. \]

where $F_k^*$ and $F_k^*$ are defined in (2.6). Now, we are ready to derive the discrete stability result for the HDG method.

**Lemma 4.4.** Let $\tau$ satisfies assumptions (2.8), then there exists $h_0$, independent of $\epsilon$, so that for any $h < h_0$, we have the following stability estimate: for all $(q_h, u_h, \lambda_h) \in V_h \times W_h \times M_h(0)$,
\[ \sup_{0 \neq (r_h, w_h, \mu_h) \in V_h \times W_h \times M_h(0)} \frac{B((q_h, u_h, \lambda_h), (r_h, w_h, \mu_h))}{\| (r_h, w_h, \mu_h) \|_e} \geq C \| (q_h, u_h, \lambda_h) \|_e. \]

**Proof.** For any $(r, w, \mu) \in H^1(\mathcal{T}_h; \mathbb{R}^d) \times H^1(\mathcal{T}_h) \times L^2(\mathcal{E}_h)$ with $\mu = 0$ on $\partial \Omega$, define
\[ \delta r := r - \Pi_h r, \delta w := w - \Pi_h w, \delta \mu := \mu - P_h \mu. \]

Using integration by parts and the definition of the projections, we get
\[ B((q_h, u_h, \lambda_h), (\delta r, \delta w, \delta \mu)) = (\epsilon^{-1} q_h, \delta r)_{\partial \mathcal{T}_h} - (u_h, \nabla \cdot \delta r)_{\partial \mathcal{T}_h} + \langle \lambda_h, \delta r \cdot n \rangle_{\partial \mathcal{T}_h} \]
\[ - (q_h + \beta u_h, \nabla \delta w)_{\partial \mathcal{T}_h} + \langle (q_h + \beta \lambda_h) \cdot n + \tau (u_h - \lambda_h), \delta w \rangle_{\partial \mathcal{T}_h} \]
\[ - ((\nabla \cdot \beta) u_h, \delta w)_{\partial \mathcal{T}_h} - \langle (q_h + \beta \lambda_h) \cdot n + \tau (u_h - \lambda_h), \delta \mu \rangle_{\partial \mathcal{T}_h} \]
\[ = (\epsilon^{-1} q_h, \delta r)_{\partial \mathcal{T}_h} + (\nabla u_h, \delta r)_{\partial \mathcal{T}_h} + \langle \lambda_h - u_h, \delta r \cdot n \rangle_{\partial \mathcal{T}_h} \]
\[ + (\nabla \cdot q_h, \delta w)_{\partial \mathcal{T}_h} + (\beta \cdot \nabla u_h, \delta w)_{\partial \mathcal{T}_h} + \langle (\tau - \beta \cdot n)(u_h - \lambda_h), \delta w \rangle_{\partial \mathcal{T}_h} \]
\[ - \langle q_h + \beta \lambda_h \cdot n + \tau (u_h - \lambda_h), \delta \mu \rangle_{\partial \mathcal{T}_h} \]
\[ = (\epsilon^{-1} q_h, \delta r)_{\partial \mathcal{T}_h} + \langle \lambda_h - u_h, \delta r \cdot n \rangle_{\partial \mathcal{T}_h} + ((\beta - P_{0,h}) \cdot \nabla u_h, \delta w)_{\partial \mathcal{T}_h} \]
\[ + \langle (\tau - \beta \cdot n)(u_h - \lambda_h), \delta w \rangle_{\partial \mathcal{T}_h} - (\beta \cdot n)(u_h - \lambda_h), \delta w \rangle_{\partial \mathcal{T}_h \setminus \partial \mathcal{T}_h}, \]

where $P_{0,h}$ is the vectorial piecewise-constant projection.
Now, we take \((r, w, \mu) = (q_{\varphi}, u_{\varphi}, \lambda_{\varphi})\) as in Lemma 4.1. By Cauchy–Schwarz inequality and the approximation results in Lemma 4.3, we have

\[
(\varepsilon^{-1}q_{h}, \delta q_{\varphi})_{\mathcal{S}_{h}} \leq \|\varepsilon^{-1/2}q_{h}\|_{\mathcal{S}_{h}} \|\varepsilon^{-1/2}\delta q_{\varphi}\|_{\mathcal{S}_{h}} \\
\leq C h \|\varepsilon^{-1/2}q_{h}\|_{\mathcal{S}_{h}}^{2},
\]

\[
\langle \lambda_{h} - u_{h}, \delta q_{\varphi} \cdot n \rangle_{\partial \mathcal{S}_{h}} \leq \left\| \frac{T - \frac{1}{2} \beta \cdot n}{\partial \mathcal{S}_{h}} \right\|_{\partial \mathcal{S}_{h}} \left\| \frac{T - \frac{1}{2} \beta \cdot n}{\partial \mathcal{S}_{h}} \right\|_{\partial \mathcal{S}_{h}}^{-1/2} \|\varepsilon^{-1/2}\delta q_{\varphi}\|_{\partial \mathcal{S}_{h}} \\
\leq C \left( \frac{\varepsilon}{\tau v} \right)^{1/2} \left\| \frac{T - \frac{1}{2} \beta \cdot n}{\partial \mathcal{S}_{h}} \left( \lambda_{h} - u_{h} \right) \right\|_{\partial \mathcal{S}_{h}} \|\varepsilon^{-1/2}\delta q_{\varphi}\|_{\partial \mathcal{S}_{h}} \\
\leq C \left( \frac{\varepsilon h}{\tau v} \right)^{1/2} \left\| \frac{T - \frac{1}{2} \beta \cdot n}{\partial \mathcal{S}_{h}} \left( \lambda_{h} - u_{h} \right) \right\|_{\partial \mathcal{S}_{h}} \|\varepsilon^{-1/2}\delta q_{\varphi}\|_{\partial \mathcal{S}_{h}} \\
\leq C(h^{2} + \varepsilon h)^{1/2} \left\| \frac{T - \frac{1}{2} \beta \cdot n}{\partial \mathcal{S}_{h}} \left( \lambda_{h} - u_{h} \right) \right\|_{\partial \mathcal{S}_{h}} \|\varepsilon^{-1/2}\delta q_{\varphi}\|_{\partial \mathcal{S}_{h}} \quad \text{by (2.8b)},
\]

\[
((\beta - P_{0,h}\beta) \cdot \nabla u_{h}, \delta u_{\varphi})_{\mathcal{S}_{h}} \leq C h \|\nabla u_{h}\|_{\mathcal{S}_{h}} \|\delta u_{\varphi}\|_{\mathcal{S}_{h}} \\
\leq C h \|u_{h}\|_{\mathcal{S}_{h}}^{2},
\]

\[
\langle (T - \beta \cdot n)(u_{h} - \lambda_{h}), \delta u_{\varphi} \rangle_{\partial \mathcal{S}_{h}} \leq \left\| \frac{T - \beta \cdot n}{\partial \mathcal{S}_{h}} \right\|_{\partial \mathcal{S}_{h}} \left\| \frac{T - \beta \cdot n}{\partial \mathcal{S}_{h}} \right\|_{\partial \mathcal{S}_{h}}^{-1/2} \|\varepsilon^{-1/2}\delta u_{\varphi}\|_{\partial \mathcal{S}_{h}} \\
\leq C \left\| \frac{T - \beta \cdot n}{\partial \mathcal{S}_{h}} \left( \lambda_{h} - u_{h} \right) \right\|_{\partial \mathcal{S}_{h}} \|\varepsilon^{-1/2}\delta u_{\varphi}\|_{\partial \mathcal{S}_{h}} \\
\leq C(h^{2} + \varepsilon h)^{1/2} \left\| \frac{T - \beta \cdot n}{\partial \mathcal{S}_{h}} \left( \lambda_{h} - u_{h} \right) \right\|_{\partial \mathcal{S}_{h}} \|\varepsilon^{-1/2}\delta u_{\varphi}\|_{\partial \mathcal{S}_{h}} \quad \text{by (2.8c)}
\]

\[
\langle \beta \cdot n(u_{h} - \lambda_{h}), \delta u_{\varphi} \rangle_{\partial \mathcal{S}_{h}} \leq \left\| \frac{\beta \cdot n}{\partial \mathcal{S}_{h}} \right\|_{\partial \mathcal{S}_{h}} \left\| \frac{\beta \cdot n}{\partial \mathcal{S}_{h}} \right\|_{\partial \mathcal{S}_{h}}^{-1/2} \|\varepsilon^{-1/2}\delta u_{\varphi}\|_{\partial \mathcal{S}_{h}} \\
\leq C \left\| \frac{\beta \cdot n}{\partial \mathcal{S}_{h}} \left( \lambda_{h} - u_{h} \right) \right\|_{\partial \mathcal{S}_{h}} \|\varepsilon^{-1/2}\delta u_{\varphi}\|_{\partial \mathcal{S}_{h}} \\
\leq C(h^{2} + \varepsilon h)^{1/2} \left\| \frac{\beta \cdot n}{\partial \mathcal{S}_{h}} \left( \lambda_{h} - u_{h} \right) \right\|_{\partial \mathcal{S}_{h}} \|\varepsilon^{-1/2}\delta u_{\varphi}\|_{\partial \mathcal{S}_{h}} \quad \text{by (2.8a)}
\]

Summing the above inequalities all together, we get

\[
B((q_{h}, u_{h}, \lambda_{h}), (\delta q_{\varphi}, \delta u_{\varphi}, \delta \lambda_{\varphi})) \leq C h^{1/2}\|((q_{h}, u_{h}, \lambda_{h})\|_{\mathcal{S}_{h}}^{2}.
\]

Hence, choosing \(h\) sufficiently small, we can ensure that

\[
B((q_{h}, u_{h}, \lambda_{h}), (\delta q_{\varphi}, \delta u_{\varphi}, \delta \lambda_{\varphi})) \leq \frac{1}{2} B((q_{h}, u_{h}, \lambda_{h}), (q_{\varphi}, u_{\varphi}, \lambda_{\varphi})�.\]

Consequently, we obtain
\[ B((q_h, u_h, \lambda_h), (\Pi_h q, P_h u, P_M \lambda)) \geq C\| (q_h, u_h, \lambda_h) \|^2_e. \]

On the other hand, it is easy to obtain the following estimates
\[ \| (\Pi_h q, P_h u, P_M \lambda) \|_e \leq C\| (q_h, u_h, \lambda_h) \|_e. \]

We conclude the proof by combining these two estimates.

4.2. The error equation

Here, we obtain the equation satisfied by the errors. Note that by Galerkin-orthogonality, we have
\[ B((q - q_h, u - u_h, \mu) = 0 \quad \forall (r, w, \mu) \in V_h \times W_h \times M_h(0), \]

where \((q, u)\) is the exact solution of equations (2.2).

We define the following quantities that will be used in the analysis:
\[ \epsilon_h^q := q_h - \Pi_h q, \quad \delta q := q - \Pi_h q, \]
\[ \epsilon_h^u := u_h - \Pi_h u, \quad \delta u := u - \Pi_h u, \]
\[ \epsilon_h^\mu := \hat{u}_h - P_M u, \quad \hat{u}_h = u - P_M u. \]

Recall that \( \Pi_h \) and \( \Pi_h \) are the projections defined in (4.5), and \( P_M \) is the \( L^2 \)-projection from \( L^2(\mathcal{E}_h) \) onto \( M_h \).

Now, we are ready to present our error equation.

Lemma 4.5. The error equation takes the following form.

\[ B((\epsilon_h^q, \epsilon_h^u, \epsilon_h^\mu), (r, w, \mu)) = (\epsilon^{-1} \delta q, r)_{\mathcal{T}_h} + \langle \delta q \cdot n, w - \mu \rangle_{\partial \mathcal{T}_h} - (\beta \delta u, \nabla w)_{\mathcal{T}_h} \]
\[ - (\nabla \cdot (\beta) \delta u, w)_{\mathcal{T}_h} + \langle \beta \cdot n \delta u, w - \mu \rangle_{\partial \mathcal{T}_h} + \langle \tau \delta u, w - \mu \rangle_{\partial \mathcal{T}_h}, \]

for all \((r, w, \mu) \in V_h \times W_h \times M_h(0)\).

Proof. We use the Galerkin-orthogonality (4.6) and the definition of the projections to prove the result. For all \((r, w, \mu) \in V_h \times W_h \times M_h(0)\), we have
\[ B((\epsilon_h^q, \epsilon_h^u, \epsilon_h^\mu), (r, w, \mu)) = B((\delta q, \delta u, \hat{u}), (r, w, \mu)) \]
\[ = (\epsilon^{-1} \delta q, r)_{\mathcal{T}_h} - (\delta u, \nabla \cdot r)_{\mathcal{T}_h} + (\delta u, r \cdot n)_{\partial \mathcal{T}_h} \]
\[ - (\delta q + \beta \delta u, \nabla w)_{\mathcal{T}_h} + \langle \delta q + \beta \hat{u}, n \rangle_{\partial \mathcal{T}_h} + \tau (\delta u - \hat{u})_{\partial \mathcal{T}_h} \]
\[ - (\nabla \cdot (\beta) \delta u, w)_{\mathcal{T}_h} \]
\[ = (\epsilon^{-1} \delta q, r)_{\mathcal{T}_h} + \langle \delta q \cdot n, w - \mu \rangle_{\partial \mathcal{T}_h} - (\beta \delta u, \nabla w)_{\mathcal{T}_h} \]
\[ - (\nabla \cdot (\beta) \delta u, w)_{\mathcal{T}_h} + \langle \beta \cdot n \delta u, w - \mu \rangle_{\partial \mathcal{T}_h} + \langle \tau \delta u, w - \mu \rangle_{\partial \mathcal{T}_h} \]
\[ = (\epsilon^{-1} \delta q, r)_{\mathcal{T}_h} + \langle \delta q \cdot n, w - \mu \rangle_{\partial \mathcal{T}_h} - (\beta \delta u, \nabla w)_{\mathcal{T}_h} \]
\[ - (\nabla \cdot (\beta) \delta u, w)_{\mathcal{T}_h} + \langle \beta \cdot n \delta u, w)_{\partial \mathcal{T}_h} + \langle \tau \delta u, w - \mu \rangle_{\partial \mathcal{T}_h}, \]

where in the last step we used the fact that \langle \beta \cdot n \delta u, \mu \rangle_{\partial \mathcal{T}_h} = 0 for all \mu \in M_h(0). \]
4.3. The error analysis

Now, we are ready to prove our main results, Theorems 2.1 and 2.2. In order to prove Theorem 2.1 and Theorem 2.2, we only need to bound the right hand side of the error equation (4.7) to get the error estimates. For all \((r, w, \mu) \in V_h \times W_h \times M_h(0)\), we have

\[
(e^{-1} \delta q, r)_{\Gamma_h} \leq \|e^{-1/2} \delta q\|_{\Gamma_h} \|e^{-1/2} r\|_{\Gamma_h},
\]

\[
(\delta q \cdot n, w - \mu)_{\partial \Gamma_h} \leq \left\| \tau - \frac{1}{2} \beta \cdot n \right\|_{\partial \Gamma_h} \left\| \frac{1}{2} \beta \cdot n \right\|_{\partial \Gamma_h} \left\| (w - \mu) \right\|_{\partial \Gamma_h},
\]

\[
C \left( \frac{\epsilon}{\tau^v} \right)^{1/2} \|\epsilon^{-1/2} \delta q\|_{\partial \Gamma_h} \left\| \frac{1}{2} \beta \cdot n \right\|_{\partial \Gamma_h} \left\| (w - \mu) \right\|_{\partial \Gamma_h},
\]

\[
(\beta \delta u, \nabla w)_{\Gamma_h} = ((\beta - P_{0,h} \beta) \delta u, \nabla w)_{\Gamma_h} \leq Ch \|\delta u\|_{\Gamma_h} \|\nabla w\|_{\Gamma_h},
\]

\[
C \|\delta u\|_{\Gamma_h} \|w\|_{\Gamma_h},
\]

\[
((\nabla \cdot \beta) \delta u, w)_{\Gamma_h} \leq C \|\delta u\|_{\Gamma_h} \|w\|_{\Gamma_h},
\]

\[
\langle \beta \cdot n \hat{w}, w \rangle_{\partial \Gamma_h} = \langle (\beta - P_{0,h} \beta) \cdot n \hat{w}, w \rangle_{\partial \Gamma_h} \leq Ch \|\delta u\|_{\partial \Gamma_h} \|w\|_{\partial \Gamma_h},
\]

\[
\leq \frac{1}{\tau^v} \|\beta\| \|\delta u\|_{\partial \Gamma_h} \|w\|_{\partial \Gamma_h},
\]

\[
\langle \tau \delta u, w - \mu \rangle_{\partial \Gamma_h} \leq \tau \|\delta u\|_{\partial \Gamma_h} \|w - \mu\|_{\partial \Gamma_h} \leq C \|\tau^{-1/2} \delta u\|_{\partial \Gamma_h} \left\| \frac{1}{2} \beta \cdot n \right\|_{\partial \Gamma_h} \left\| (w - \mu) \right\|_{\partial \Gamma_h},
\]

\[
C(\tau^v)^{1/2} \|\delta u\|_{\partial \Gamma_h} \left\| \frac{1}{2} \beta \cdot n \right\|_{\partial \Gamma_h} \left\| (w - \mu) \right\|_{\partial \Gamma_h}.
\]

Adding up these estimates all together, we obtain

\[
B((\varepsilon_h^q, \varepsilon_h^r, \varepsilon_h^\mu), (r, w, \mu)) \leq C \left( \|e^{-1/2} \delta q\|_{\Gamma_h} + \left( \frac{\epsilon}{\tau^v} \right)^{1/2} \|e^{-1/2} \delta q\|_{\partial \Gamma_h} + \|\delta u\|_{\Gamma_h}
\right.
\]

\[
+ h^{1/2} \|\delta u\|_{\partial \Gamma_h} + (\tau^w)^{1/2} \|\delta u\|_{\partial \Gamma_h}) \|\varepsilon_h^q\|_{\partial \Omega}.
\]

Note that \(\varepsilon_h^\mu \in M_h(0)\) because \(\varepsilon_h^\mu \|\partial \Omega = 0\). Using Lemma 4.4, we immediately get

\[
\|\varepsilon_h^q\|_{\partial \Omega} \leq C \left( \|e^{-1/2} \delta q\|_{\Gamma_h} + \left( \frac{\epsilon}{\tau^v} \right)^{1/2} \|e^{-1/2} \delta q\|_{\partial \Gamma_h} + \|\delta u\|_{\Gamma_h}
\right.
\]

\[
+ h^{1/2} \|\delta u\|_{\partial \Gamma_h} + (\tau^w)^{1/2} \|\delta u\|_{\partial \Gamma_h})
\]
The approximation properties of the projections gives the following estimates,

\[ \| \epsilon^{-1/2} \delta q \|_{\mathcal{T}_h} \leq C \epsilon^{-1/2} h^{s+1} |q|_{H^{s+1}(\mathcal{T}_h; \mathbb{R}^d)} \]

\[ \left( \frac{\epsilon}{\tau^w} \right)^{1/2} \| \epsilon^{-1/2} \delta q \|_{\partial \mathcal{T}_h} \leq C \left( \frac{h}{\tau^w} \right)^{1/2} h^{s} |q|_{H^{s+1}(\mathcal{T}_h; \mathbb{R}^d)} \]

\[ \| \delta u \|_{\mathcal{T}_h} \leq Ch^{s+1} |u|_{H^{s+1}(\mathcal{T}_h)} \]

\[ h^{1/2} \| \delta u \|_{\partial \mathcal{T}_h} \leq Ch^{s+1} |u|_{H^{s+1}(\mathcal{T}_h)} \]

\[ (\tau^w)^{1/2} \| \delta u \|_{\partial \mathcal{T}_h} \leq C (\tau^w)^{1/2} h^{s+1/2} |u|_{H^{s+1}(\mathcal{T}_h)} \]

for all \( s \in [0, k] \). Now, using assumption (2.8) on \( \tau \), we obtain the following estimates,

\[ \| (\epsilon^h, \epsilon_h, \hat{\epsilon}) \|_{e} \leq C(\epsilon^{1/2} h^{s+1} + h^{s+1/2}) |q|_{H^{s+1}(\mathcal{T}_h; \mathbb{R}^d)} + Ch^{k} |u|_{H^{k+1}(\mathcal{T}_h)} \]

for all \( s \in [0, k] \) and \( k \in [0, k] \). Using the fact that \( |q|_{H^{k}(\mathcal{T}_h; \mathbb{R}^d)} = \epsilon |u|_{H^{k+1}(\mathcal{T}_h)} \), we get

\[ \| (\epsilon^h, \epsilon_h, \hat{\epsilon}) \|_{e} \leq C \left( \epsilon^{1/2} h^{s+1} + h^{s+1/2} \right) |u|_{H^{s+2}(\mathcal{T}_h; \mathbb{R}^d)} + Ch^{k} |u|_{H^{k+1}(\mathcal{T}_h)} \]  \hspace{1cm} (4.8)

for all \( s \in [0, k] \) and \( k \in [0, k] \). Moreover, by approximation properties of the projection, we can easily get

\[ \| (\delta q, \delta u, \delta \hat{u}) \|_{e} \leq C \epsilon^{1/2} h^{s+1} |u|_{H^{s+2}(\mathcal{T}_h; \mathbb{R}^d)} + Ch^{k} |u|_{H^{k+1}(\mathcal{T}_h)} \]  \hspace{1cm} (4.9)

for all \( s \in [0, k] \) and \( k \in [0, k] \). Combining (4.8), (4.9) and using the triangle inequality, we obtain

\[ \| (q - q_h, u - u_h, u - \hat{u}_h) \|_{e} \leq C(\epsilon^{1/2} h^{s+1} + h^{s+1/2}) |u|_{H^{s+2}(\mathcal{T}_h; \mathbb{R}^d)} + Ch^{k} |u|_{H^{k+1}(\mathcal{T}_h)} \]

and

\[ \| u - u_h \|_{\mathcal{T}_h} \leq \| (\epsilon^h, \epsilon_h, \hat{\epsilon}) \|_{e} + \| \delta u \|_{\mathcal{T}_h} \]

\[ \leq C \left( \epsilon^{1/2} h^{s+1} + h^{s+1/2} \right) |u|_{H^{s+2}(\mathcal{T}_h; \mathbb{R}^d)} + Ch^{k} |u|_{H^{k+1}(\mathcal{T}_h)} \]

This completes the proof of Theorem 2.1.

For the proof of Theorem 2.2, everything is exactly the same, except that

\[ (\tau^w)^{1/2} \| \delta u \|_{\partial \mathcal{T}_h} \leq Ch^{s+1} |u|_{H^{s+1}(\mathcal{T}_h)} \]

because assumption (2.9) ensures \( \tau^w \leq O(h) \). Hence we get

\[ \| (\epsilon^h, \epsilon_h, \hat{\epsilon}) \|_{e} \leq C(\epsilon^{1/2} h^{s+1} + h^{s+1/2}) |u|_{H^{s+2}(\mathcal{T}_h; \mathbb{R}^d)} + Ch^{s+1} |u|_{H^{s+1}(\mathcal{T}_h)} \]

\[ \| u - u_h \|_{\mathcal{T}_h} \leq \| (\epsilon^h, \epsilon_h, \hat{\epsilon}) \|_{e} + \| \delta u \|_{\mathcal{T}_h} \]

\[ \leq C(\epsilon^{1/2} h^{s+1} + h^{s+1/2}) |u|_{H^{s+2}(\mathcal{T}_h; \mathbb{R}^d)} + Ch^{s+1} |u|_{H^{s+1}(\mathcal{T}_h)} \]

This completes the proof of Theorem 2.2.
5. Numerical results

In this section, we present numerical studies using simple model problems in 2D to verify our theoretical results and display the performance of the HDG methods when the exact solution exhibits layers. Our test problems are similar to those studied in [1]. We fix the domain to be the unit square in all the experiments, and run simulations of the HDG methods (2.4) with the following three choices of approximation spaces and stabilization functions:

1. The approximation spaces are
   \[ V_h = \{ \mathbf{r} \in L^2(\Omega; \mathbb{R}^d) : \mathbf{r}|_K \in P_h(K; \mathbb{R}^d) \quad \forall K \in \mathcal{T}_h \}, \]
   \[ W_h = \{ w \in L^2(\Omega) : w|_K \in P_h(K) \quad \forall K \in \mathcal{T}_h \}, \]
   \[ M_h = \{ \mu \in L^2(\mathcal{E}_h) : \mu|_F \in P_h(F) \quad \forall F \in \mathcal{E}_h \}, \]

   while the stabilization function is given by
   \[ \tau(F) = \max \left( \sup_{x \in F} \beta(x) \cdot \mathbf{n}, 0 \right), \quad \forall F \in \partial K, \forall K \in \mathcal{T}_h. \]

   We denote this choice as \( P_h\text{-HDG1} \).

2. The approximation spaces are the same as in the previous case, while the stabilization function is given by
   \[ \tau(F) = \max \left( \sup_{x \in F} \beta(x) \cdot \mathbf{n}, 0 \right) + \min \left( 0.1 \frac{\epsilon}{h_F}, 1 \right), \quad \forall F \in \partial K, \forall K \in \mathcal{T}_h. \]

   We denote this choice as \( P_h\text{-HDG2} \).

3. The approximation spaces are given as follows:
   \[ V_h = \{ \mathbf{r} \in L^2(\Omega; \mathbb{R}^d) : \mathbf{r}|_K \in P_h(K; \mathbb{R}^d) + xP_h(K) \quad \forall K \in \mathcal{T}_h \}, \]
   \[ W_h = \{ w \in L^2(\Omega) : w|_K \in P_h(K) \quad \forall K \in \mathcal{T}_h \}, \]
   \[ M_h = \{ \mu \in L^2(\mathcal{E}_h) : \mu|_F \in P_h(F) \quad \forall F \in \mathcal{E}_h \}, \]

   while the stabilization function is the same as \( P_h\text{-HDG1} \). We denote this method as \( P_h\text{-HDG3} \).

We remark that the method \( P_h\text{-HDG3} \) is exactly the MH-DG method considered in [26] when \( \beta \) is piecewise-constant, which is proven in Appendix A.

5.1. A smooth solution test

We take the velocity field \( \beta = [1, 2]^T \), and the diffusion coefficient \( \epsilon \) as \( 1, 10^{-3}, 10^{-9} \). The source term \( f \) is chosen so that the exact solution is \( u(x, y) = \sin(2\pi x) \sin(2\pi y) \). We obtain the computational meshes by uniform refinement of a mesh that consists of a structured \( 5 \times 5 \times 2 \) triangular elements, where the slanted edges are pointing in the northeast direction.

Let us remark that when \( \epsilon = 1 \) and \( k \geq 1 \), we can follow [9] to use superconvergence results to locally postprocess the solution to get a new approximation of the scalar variable \( u_h^\star \), which converges faster than \( u_h \). Here the definition of \( u_h^\star \in P_{k+1}(K) \) for each element \( K \in \mathcal{T}_h \) is as follows:

\[
(\nabla u_h^\star, \nabla w)_K = - (\epsilon^{-1} \mathbf{q}_h, \nabla w)_K \quad \text{for all } w \in P_{k+1}(K),
\]

\[
(u_h^\star, 1)_K = (u_h, 1)_K.
\]

Tables 1 and 2 show the \( L^2 \)-convergence results for \( u_h \) and \( u_h^\star \) for the three HDG methods when \( \epsilon = 1 \). For all the methods, we observe convergence order of \( k + 1 \) for \( u_h \) and convergence order of \( k + 2 \) for \( u_h^\star \) (when \( k \geq 1 \)). Also note that the errors for the postprocessing \( u_h^\star \) for the three methods are very close to each other.
When $\epsilon \ll 1$, there is no superconvergence result for the HDG methods. Hence we only show $\| u - u_h \|_{L^2(\Omega_h)}$ in Table 3 when $\epsilon = 10^{-3}$ and $\epsilon = 10^{-9}$. Again, optimal converge rates are recovered; better than the one predicted by the theoretical result in Theorem 2.1 which predict the loss of half order of accuracy. Moreover, our numerical results in Table 3 show that the performance of these three HDG methods are equally good. Hence, we prefer to use $P_k$-HDG1 and $P_k$-HDG2 rather than $P_k$-HDG3 because $P_k$-HDG3 has more degrees of freedom for the local problems.
Table 3. History of convergence for $\|u - u_h\|_{L^2(\mathcal{T}_h)}$ when $\epsilon = 10^{-3}$ and $\epsilon = 10^{-9}$.

<table>
<thead>
<tr>
<th>Degree</th>
<th>Mesh</th>
<th>$\epsilon = 10^{-3}$</th>
<th>$\epsilon = 10^{-9}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$h^{-1}$</td>
<td>$\text{error}$</td>
<td>$\text{order}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HDG1</td>
<td>HDG2</td>
</tr>
<tr>
<td>5</td>
<td>3.16e-1</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>10</td>
<td>1.71e-1</td>
<td>0.88</td>
<td>1.71e-1</td>
</tr>
<tr>
<td>20</td>
<td>8.78e-2</td>
<td>0.96</td>
<td>8.78e-2</td>
</tr>
<tr>
<td>40</td>
<td>4.37e-2</td>
<td>1.00</td>
<td>4.38e-2</td>
</tr>
<tr>
<td>5</td>
<td>7.84e-2</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>10</td>
<td>2.00e-1</td>
<td>1.97</td>
<td>2.00e-1</td>
</tr>
<tr>
<td>20</td>
<td>4.95e-2</td>
<td>2.01</td>
<td>4.95e-2</td>
</tr>
<tr>
<td>40</td>
<td>1.21e-2</td>
<td>2.03</td>
<td>1.21e-2</td>
</tr>
</tbody>
</table>

5.2. A rotating flow test

We take $\epsilon = 10^{-6}$, $\beta = [y - 1/2, 1/2 - x]^T$, and $f = 0$. The solution $u$ is prescribed along the slip $1/2 \times [0,1/2]$, as follows:

$$u(1/2, y) = \sin^2(2\pi y), \quad y \in [0,1/2].$$

See [31] for a detailed description of this test.

In Figure 1, we plot $u_h$ obtained from the three HDG methods for various polynomial degrees in a structured triangular grid of 128 elements. To better compare the results, we plot in Figure 2 extracted data of $u_h$ along the horizontal center line $y = 1/2$. We also plot in Figure 3 a comparison of $P_\beta-HDG1$ in 8192 elements and $P_3-HDG1$ in 128 elements. From Figure 1, we find that all the HDG methods produce similar results. Moreover, it is clear that higher order methods lead to better approximation results and are computationally cheaper than lower order methods for qualitatively similar numerical results.

5.3. An interior layer test

We take $\beta = [1/2, \sqrt{3}/2]^T$, $f = 0$, and the Dirichlet boundary condition as follows:

$$u = \begin{cases} 
1 & \text{on } \{y = 0, 0 \leq x \leq 1\}, \\
1 & \text{on } \{x = 0, 0 \leq y \leq 1/5\}, \\
0 & \text{elsewhere}.
\end{cases}$$

It is clear that for $\epsilon$ small, the exact solution produces an interior layer along $\beta$ direction starting from $(0,1/5)$, and boundary layers on the right and top right boundary.

In Figures 4 and 5, we plot the computational results in a structured triangular grid of 128 elements for $\epsilon = 10^{-3}$ and $\epsilon = 10^{-9}$ respectively. In order to better see the performance of the HDG method in capturing interior layers, in Figures 6, we plot the contour of $u_h$ using $P_k-HDG1$ with $0 \leq k \leq 3$ for $\epsilon = 10^{-3}$ in three consecutive meshes with the coarsest one consists of 200 elements. Again, all the HDG methods produce quite similar results. Note that, as expected, the piecewise-constant approximations are free of oscillations but
extensively smear out the interior layer, while, on the other hand, higher order approximations capture the interior layer within a few elements but produce oscillations within the layer.

5.4. A boundary layer test

Finally, we take $\beta = [1, 1]^T$, and choose the source term $f$ so that the exact solution

$$u(x, y) = \sin \frac{\pi x}{2} + \sin \frac{\pi y}{2} \left(1 - \sin \frac{\pi x}{2}\right) + \frac{e^{-1/\epsilon} - e^{-(1-x)(1-y)/\epsilon}}{1 - e^{-1/\epsilon}}.$$
The solution develops boundary layers along the top and right boundaries for small $\epsilon$ (see Fig. 7 for $\epsilon = 10^{-2}$ and Fig. 8 for $\epsilon = 10^{-6}$). We take an exact solution which is a slight modification of that considered in [1] so that, away from the boundary layers, our exact solution behaves not like a quadratic polynomial as in [1]. This modification is useful for us to clearly see the orders of convergence for $k = 2, 3$.

In Figures 7 and 8, we plot the exact solution and computational results for $\epsilon = 10^{-2}$ and $\epsilon = 10^{-6}$ in a structured 200 elements. We find that all the HDG methods produce similar results. The boundary layers are not resolved since the mesh is too coarse.

In Table 4, we show the convergence of $u_h$ in $L^2$-norm for $\epsilon = 10^{-2}, 10^{-6}$ in the reduced domain $\tilde{\Omega} = [0, 0.9] \times [0, 0.9] \subset \Omega$ to exclude the unresolved boundary layers. Just as in the smooth case, the three HDG
methods produce very similar convergence results. Hence we only show the computed results for $P_k$-HDG1 in Table 4. We observe optimal $L^2$-convergence rates for $u_h$.

5.5. The condition number

Now, we present the condition number of the matrix generated by the original bilinear form $a_h$ in (3.2) and the scaled bilinear form $\tilde{a}_h$ in (3.5). We use the same setup as that of the smooth test with two choices of $\beta$. The first choice of $\beta$ is $\beta = [1, 2]^T$. For this choice, assumption (3.3) is satisfied by both example of $\tau$ in (2.10) and (2.11). Since the condition numbers of all three HDG methods are very similar in our tests, we only present that for $P_k$-HDG1 in Table 5. Notice that $O(h^{-2})$ is observed for $\epsilon = 1, 10^{-3}, 10^{-9}$ for different polynomial degrees, and that the condition number of the scaled system is similar to that of unscaled system. The second choice of $\beta$ is $\beta = [1, 1]^T$. For this choice, assumption (3.3) is satisfied by the second choice of $\tau$ in (2.11), but not for the choice (2.10) since the mesh is aligned with $\beta$. However, one can easily modify $\tau$ in $P_k$-HDG1 and $P_k$-HDG3 on the aligned faces so that (3.3) holds. We only present the condition numbers for $P_k$-HDG2 in Table 6. The dependence of the condition number on $\epsilon$ seems to be of order $O(\epsilon^{-1})$ for the original system, and we observe a huge improvement of the condition number after scaling for $\epsilon = 10^{-9}$. Also, we find that the condition number for the scaled system is of order $O(h^{-2})$ for $\epsilon = 1$, and of order $O(h^{-1})$ for $\epsilon = 10^{-3}, 10^{-9}$, which is not predicted by our theory.
Figure 4. 3D plot of $u_h$ for the interior layer test with $\epsilon = 10^{-3}$ in 128 elements. Left-right: $HDG_1$, $HDG_2$, $HDG_3$. Top-bottom: $P_0$–$P_3$. 
Figure 5. 3D plot of $u_h$ for the interior layer test with $\epsilon = 10^{-9}$ in 128 elements. Left-right: $HDG_1$, $HDG_2$, $HDG_3$. Top-bottom: $P_0$–$P_3$. 
Figure 6. Contour plot of $u_h$ using $HDG1$ for the interior layer test with $\epsilon = 10^{-3}$. Left to right: three consecutive meshes with the left one consists of a uniform triangulation of 200 elements. Top-bottom: $P_0$–$P_3$. 
Figure 7. 3D plot of the exact solution and $u_h$ for the boundary layer test with $\epsilon = 10^{-2}$ in 128 elements. Top center: the exact solution. Left-right: $HDG1$, $HDG2$, $HDG3$. Top-bottom: $P_0 - P_3$. 
Figure 8. 3D plot of the exact solution and $u_h$ for the boundary layer test with $\epsilon = 10^{-6}$ in 128 elements. Top center: the exact solution. Left-right: $HDG_1$, $HDG_2$, $HDG_3$. Top-bottom: $P_0$--$P_3$. 
the same approximation spaces and choosing the stability function \( \tau \) constant in each element. Then, we show that this method coincides with the HDG method (2.4) when using \( \beta = [1, 2]^T \).
for all $(r, w, \mu) \in \tilde{V}_h \times W_h \times M_h(0)$, where $W_h$ and $M_h(0)$ is defined in (2.3) and $\tilde{V}_h$ is the so called Raviart–Thomas space, slightly larger than $V_h$, defined as follows

$$\tilde{V}_h = \{ r \in L^2(\Omega; \mathbb{R}^d) : r|_K \in P_k(K; \mathbb{R}^d) + xP_k(K) \quad \forall K \in \mathcal{T}_h \},$$

and

$$B_h ((q, u, \lambda), (r, w, \mu)) = (\varepsilon^{-1} q, r)_{\mathcal{T}_h} - (u, \nabla \cdot r)_{\mathcal{T}_h} + (\lambda, r \cdot n)_{\partial \mathcal{T}_h} - (q + \beta u, \nabla w)_{\mathcal{T}_h} + (q \cdot n + \beta \cdot n/\lambda, w - \mu)_{\partial \mathcal{T}_h},$$

where

$$\{\lambda/\mu\} := \begin{cases} \lambda, & \text{if } \beta \cdot n < 0, \\ u, & \text{if } \beta \cdot n \geq 0. \end{cases}$$

Comparing the bilinear form for the HDG method (4.1) with approximation spaces $\tilde{V}_h \times W_h \times M_h(0)$ and the stability function $\tau$ in (2.10) and that for the MH-DG method in (A.1), we notice that the only difference lies in the definition of the numerical flux $(\hat{q}_h + \beta u_h) \cdot n$ and $q_h \cdot n + \beta \cdot n\{\lambda/\mu\}$. However, by the following simple calculation, we observe that the two numerical flux are actually the same:

$$(\hat{q}_h + \beta u_h) \cdot n = q_h \cdot n + \beta \cdot n\lambda_h + \tau(u_h - \lambda_h)$$

$$= q_h \cdot n + \beta \cdot n\lambda_h + \max(\beta \cdot n, 0)(u_h - \lambda_h)$$

$$= \begin{cases} q_h \cdot n + \beta \cdot n\lambda_h, & \text{if } \beta \cdot n < 0 \\ q_h \cdot n + \beta \cdot nu_h, & \text{if } \beta \cdot n \geq 0 \end{cases}$$

$$= q_h \cdot n + \beta \cdot n\{\lambda_h/\mu\}.$$  

Hence, these two methods coincide.

**APPENDIX B. CONDITIONING OF THE HDG METHODS**

In this section, we give a proof of Theorem 3.2. Again, the key idea is to recover an estimate of the $L^2$-norm of $u_h$, see the estimate (B.5) below. By similar argument in the proof of Lemma 4.4, we have the following local energy estimate:

**Lemma B.1.** If $\varepsilon \leq \mathcal{O}(h)$, then there is $h_0 > 0$, which is independent of $\varepsilon$ and $h$, such that for any $\lambda \in M_h(0)$ and $K \in \mathcal{T}_h$,

$$\varepsilon^{-1/2}\|q_h^\lambda\|_K + \|u_h^\lambda\|_K + \left\| \tau - \frac{1}{2}\beta \cdot n \right\|_{\partial K}^{1/2} \leq C \left\| \tau - \frac{1}{2}\beta \cdot n \right\|_{\partial K}^{1/2}, \quad (B.1)$$

if $h < h_0$.

For all $(\sigma, v, \lambda), (r, w, \mu) \in H^1(\mathcal{T}_h; \mathbb{R}^d) \times H^1(\mathcal{T}_h) \times L^2(\mathcal{E}_h)$, we define

$$b_h((\sigma, v, \lambda), (r, w, \mu)) = (\varepsilon^{-1} \sigma, r)_{\mathcal{T}_h} + (\tau(v - \lambda), w - \mu)_{\partial \mathcal{T}_h} - (\beta v, \nabla w)_{\mathcal{T}_h} + ((\beta \cdot n) \lambda, w - \mu)_{\partial \mathcal{T}_h} - ((\nabla \cdot \beta) v, w)_{\mathcal{T}_h},$$

The next result is similar to Lemma 4.4.

**Lemma B.2.** If $\varepsilon \leq \mathcal{O}(h)$, then there is $h_0 > 0$, which is independent of $\varepsilon$ and $h$, such that for any $\lambda \in M_h(0)$,

$$\varepsilon^{-1}\|q_h^\lambda\|_{\mathcal{T}_h}^2 + \|u_h^\lambda\|_{\mathcal{T}_h}^2 + \left\| \tau - \frac{1}{2}\beta \cdot n \right\|_{\partial \mathcal{T}_h}^{1/2} \leq C b_h((q_h^\lambda, u_h^\lambda, \lambda), (q_h^{(P_0, M)\lambda}, u_h^{(P_0, M)\lambda}, (P_0, M)\lambda)),$$

if $h < h_0$. Here, the weight function $\varphi = e^{-\psi} + \chi$ is introduced in (4.4). $P_0, M$ is the $L^2$-orthogonal projection onto $P_0(\mathcal{E}_h)$. 


Remark B.3. Notice that in general, the space \(\{(q_h^m, u_h^m, m) : m \in M_h(0)\}\) is a non-trivial subspace of \(V_h \times W_h \times M_h(0)\). Then, given \(m \in M_h\), \((\Pi_h(q_h^m), P_h(\varphi u_h^m), P_M(\varphi m))\) is not necessarily contained in \(\{(q_h^m, u_h^m, m) : m \in M_h\}\). So, the proof of Lemma B.2 can not be derived from the stability of HDG methods in Lemma 4.4.

Proof. We accomplish the proof in the following steps.

(I) By the same argument in the proof of Lemma 4.1, if \(h\) is small enough (independent of \(\epsilon\), then
\[
\epsilon^{-1} \chi \| q_h^\lambda \|^2_{T_h} + \| u_h^\lambda \|^2_{T_h} + \chi \| \tau - \frac{1}{2} \beta \cdot n \|_{\partial T_h}^{1/2} (u_h^\lambda - \lambda) \|_{\partial T_h}^2 \leq C b_h((q_h^\lambda, u_h^\lambda, \lambda), (\varphi q_h^\lambda, \varphi u_h^\lambda, \varphi \lambda)).
\]

(II) By similar argument in the proof of Lemma 4.4, if we choose \(\chi\) big enough and \(h\) small enough (both are independent of \(\epsilon\), then
\[
\epsilon^{-1} \chi \| q_h^\lambda \|^2_{T_h} + \| u_h^\lambda \|^2_{T_h} + \chi \| \tau - \frac{1}{2} \beta \cdot n \|_{\partial T_h}^{1/2} (u_h^\lambda - \lambda) \|_{\partial T_h}^2 \leq C b_h((q_h^\lambda, u_h^\lambda, \lambda), (P_{0,h} \varphi q_h^\lambda, P_h(\varphi u_h^\lambda), (P_{0,M} \varphi) \lambda)).
\]

Here, we define \(P_{0,h} \varphi\) to be the average of \(\varphi\) on every element \(K \in T_h\).

(III) Now, we want to bound \(b_h((q_h^\lambda, u_h^\lambda, \lambda), (P_{0,h} \varphi q_h^\lambda, P_{0,h} \varphi u_h^\lambda, (P_{0,M} \varphi) \lambda))\) from below. Notice that
\[
b_h((q_h^\lambda, u_h^\lambda, \lambda), (P_{0,h} \varphi q_h^\lambda, P_{0,h} \varphi u_h^\lambda, (P_{0,M} \varphi) \lambda)) = b_h((q_h^\lambda, u_h^\lambda, \lambda), (P_{0,h} \varphi q_h^\lambda, P_h(\varphi u_h^\lambda), (P_{0,M} \varphi) \lambda)) + (\beta \cdot \nabla u_h^\lambda, P_h(\varphi u_h^\lambda) - (P_{0,h} \varphi) u_h^\lambda)_{T_h} + (\langle (\tau - \beta \cdot n)(u_h^\lambda - \lambda), P_h(\varphi u_h^\lambda) - (P_{0,h} \varphi) u_h^\lambda \rangle)_{\partial T_h}.
\]

By (3.1b), we have
\[
b_h((q_h^\lambda, u_h^\lambda, \lambda), (P_{0,h} \varphi q_h^\lambda, P_{0,h} \varphi u_h^\lambda, (P_{0,M} \varphi) \lambda)) = b_h((q_h^\lambda, u_h^\lambda, \lambda), (P_{0,h} \varphi q_h^\lambda, \varphi u_h^\lambda, (P_{0,M} \varphi) \lambda)) - (\nabla \cdot q_h^\lambda, P_h(\varphi u_h^\lambda) - (P_{0,h} \varphi) u_h^\lambda)_{T_h}. \quad (B.2)
\]

By inverse inequality to \(\nabla \cdot q_h^\lambda\) and assumption \(\epsilon \leq O(h)\), we have
\[
\| \nabla \cdot q_h^\lambda \|_{T_h} \leq C \epsilon^{-1/2} h^{-1/2} \| q_h^\lambda \|_{T_h}.
\]

In addition, we have
\[
\| P_h(\varphi u_h^\mu) - (P_{0,h} \varphi) u_h^\mu \|_{T_h} \leq C h \| u_h^\mu \|_{T_h}.
\]

So, if \(h\) is small enough (independent of \(\epsilon, \chi\)), we have
\[
\chi \epsilon^{-1} \| q_h^\lambda \|^2_{T_h} + \| u_h^\lambda \|^2_{T_h} + \chi \| \tau - \frac{1}{2} \beta \cdot n \|_{\partial T_h}^{1/2} (u_h^\lambda - \lambda) \|_{\partial T_h}^2 
\leq C b_h((q_h^\lambda, u_h^\lambda, \lambda), (P_{0,h} \varphi q_h^\lambda, P_{0,h} \varphi u_h^\lambda, (P_{0,M} \varphi) \lambda)). \quad (B.3)
\]

(IV) Now, we want to bound \(b_h((q_h^\lambda, u_h^\lambda, \lambda), (P_{0,h} \varphi q_h^\lambda, u_h^{(P_{0,M} \varphi) \lambda}, (P_{0,M} \varphi) \lambda))\) from below. Similar to (B.2), we have
\[
b_h((q_h^\lambda, u_h^\lambda, \lambda), (P_{0,h} \varphi q_h^\lambda, u_h^{(P_{0,M} \varphi) \lambda}, (P_{0,M} \varphi) \lambda)) = b_h((q_h^\lambda, u_h^\lambda, \lambda), (P_{0,h} \varphi q_h^\lambda, (P_{0,h} \varphi) u_h^\lambda, (P_{0,M} \varphi) \lambda)) - (\nabla \cdot q_h^\lambda, (P_{0,h} \varphi) u_h^\lambda - (P_{0,M} \varphi) u_h^\lambda)_{T_h}. \quad (B.4)
\]
Since $\lambda \to u_h^{\lambda}$ is linear and (B.1), then for any $K \in T_h$,
\[
\| (P_{0,h}\varphi)u_h^{\lambda} - u_h^{(P_{0,M}\varphi)\lambda}\|_K = \| u_h^{(P_{0,h}\varphi)\lambda} - u_h^{(P_{0,M}\varphi)\lambda}\|_K \\
\leq C\| \tau - \frac{1}{2} \beta \cdot n \|^{1/2}((P_{0,h}\varphi)\lambda - (P_{0,M}\varphi)\lambda)\|_{\partial K} \\
\leq Ch\| \tau - \frac{1}{2} \beta \cdot n \|^{1/2}\| \lambda \|_{\partial K} \\
\leq Ch^{1/2} \left( \| u_h^{\lambda} \|_K^2 + \| \tau - \frac{1}{2} \beta \cdot n \| \| h \lambda - \lambda \|_{\partial \Omega}^2 \right)^{1/2}. 
\]

Recall that by an inverse inequality to $\nabla \cdot q_h^{\lambda}$ and assumption $\epsilon \leq O(h)$,
\[
\| \nabla \cdot q_h^{\lambda} \|_{T_h} \leq C \epsilon^{-1/2} h^{-1/2} \| q_h^{\lambda} \|_{T_h}. 
\]

So, if $\chi$ is big enough (independent of $\epsilon, h$), we have
\[
\epsilon^{-1} \| q_h^{\lambda} \|_{T_h}^2 + \| u_h^{\lambda} \|_{T_h}^2 + \| \tau - \frac{1}{2} \beta \cdot n \| \| h \lambda - \lambda \|_{\partial \Omega}^2 \leq C h ((q_h^{\lambda}, u_h^{\lambda}, \lambda), ((P_{0,h}\varphi)q_h^{\lambda}, u_h^{(P_{0,M}\varphi)\lambda}, (P_{0,M}\varphi)\lambda)). 
\]

(V) By (B.1), (B.3), (3.3) and the fact that $\lambda \to q_h^{\lambda}$ is linear, we have
\[
\epsilon^{-1} \| q_h^{\lambda} \|_{T_h}^2 + \| u_h^{\lambda} \|_{T_h}^2 + \| \tau - \frac{1}{2} \beta \cdot n \| \| h \lambda - \lambda \|_{\partial \Omega}^2 \leq C h ((q_h^{\lambda}, u_h^{\lambda}, \lambda), (q_h^{(P_{0,M}\varphi)\lambda}, u_h^{(P_{0,M}\varphi)\lambda}, (P_{0,M}\varphi)\lambda)) 
\]
if $h$ is small enough (independent of $\epsilon$).

So, we can conclude the proof is complete. \qed

Now, we are ready to prove Theorem 3.2. By the definition of $\tilde{a}_h$ in (3.5),
\[
\tilde{a}_h(\tilde{\lambda}, \tilde{\mu}) = a_h \left( A_{-1}^{-1}\tilde{\lambda}, A_{-1}\tilde{\mu} \right) \\
= b_h \left( (q_h^{A_{-1}^{-1}\tilde{\lambda}}, u_h^{A_{-1}^{-1}\tilde{\lambda}}, \lambda), (q_h^{A_{-1}\tilde{\mu}}, u_h^{A_{-1}\tilde{\mu}}, A_{-1}\tilde{\mu}) \right),
\]
for all $\tilde{\lambda}, \tilde{\mu} \in M_h(0)$.

We recall that $A_{-1}F = (\sup_{x \in F} |\beta \cdot n(x)| + \min(\epsilon, 1))^{1/2}$, $\forall F \in \mathcal{E}_h$ in (3.4). By assumption (3.3) and Lemma B.2, we have that for any $\tilde{\lambda} \in M_h(0)$,
\[
\tilde{a}_h(\tilde{\lambda}, (P_{0,M}\varphi)\tilde{\lambda}) \geq C \left( \| u_h^{A_{-1}^{-1}\tilde{\lambda}} \|_{T_h}^2 + \| \tau - \frac{1}{2} \beta \cdot n \| \| h A_{-1}^{-1}\tilde{\lambda} - A_{-1}\tilde{\lambda} \|_{\partial \Omega}^2 \right) \\
\geq Ch \| \tau - \frac{1}{2} \beta \cdot n \|^{1/2} \| A_{-1}^{-1}\tilde{\lambda} \|_{\partial \Omega}^2 \\
\geq C \| \tilde{\lambda} \|_{h}^2 \geq C \| \tilde{\lambda} \|_h \| (P_{0,M}\varphi)\tilde{\lambda} \|_h,
\]
where
\[
\| \tilde{\lambda} \|_h = h^{1/2} \| \tilde{\lambda} \|_{\mathcal{E}_h}, \quad \forall \tilde{\lambda} \in L^2(\mathcal{E}_h).
\]

According to (B.1) and the definition of $A_e$ in (3.4), we have
\[
\tilde{a}_h(\tilde{\lambda}, \tilde{\mu}) \leq Ch^{-2} \| \tilde{\lambda} \|_h \| \tilde{\mu} \|_h, \quad \forall \tilde{\lambda}, \tilde{\mu} \in M_h(0). 
\]

Using (B.5) and (B.6), we can conclude the proof of Theorem 3.2.
APPENDIX C. Generating special meshes

As in [17], we do not intend to provide a detailed description how to generate meshes satisfying assumption (2.1). We just give the main idea to generate the triangulation in the following, which is similar to the idea in [17].

(i) Given a positive value $h$, we triangulate the outflow boundary $\Gamma^+ = \{ x \in \partial \Omega : \beta \cdot n(x) > 0 \}$ in segments of size no bigger than $h$.

(ii) For each node $x_0$ on $\Gamma^+$, we apply the forward Euler time-marching method to the problem

$$\frac{d}{dt} x(t) = -\beta(x(t)) \quad t > 0, x(0) = x_0,$$

to obtain the set of nodes $\{x_i\}_{i=1}^{N(x_0)}$ such that the distance between $x_i$ and $x_{i-1}$ is of order $h$ and $x_{N(x_0)}$ is the point on $\partial \Omega \setminus \Gamma^+$.

(iii) We add the vertices of $\partial \Omega \setminus \Gamma^+$ to the set of nodes. Then we generate a triangulation.

(iv) We numerically check assumption (2.1) and modify the simplexes which violate the assumption by using an algorithm similar to that in [33].
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