A PRIORI ERROR ESTIMATES TO SMOOTH SOLUTIONS OF THE THIRD ORDER RUNGE–KUTTA DISCONTINUOUS GALERKIN METHOD FOR SYMMETRIZABLE SYSTEMS OF CONSERVATION LAWS*, **
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Abstract. In this paper we present an a priori error estimate of the Runge–Kutta discontinuous Galerkin method for solving symmetrizable conservation laws, where the time is discretized with the third order explicit total variation diminishing Runge–Kutta method and the finite element space is made up of piecewise polynomials of degree $k \geq 2$. Quasi-optimal error estimate is obtained by energy techniques, for the so-called generalized E-fluxes under the standard temporal-spatial CFL condition $\tau \leq \gamma h$, where $h$ is the element length and $\tau$ is time step, and $\gamma$ is a positive constant independent of $h$ and $\tau$. Optimal estimates are also considered when the upwind numerical flux is used.
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1. Introduction

In this paper we would like to continue the works in [29–31] and present error estimates of the Runge–Kutta discontinuous Galerkin (RKDG) method for smooth solutions of symmetrizable systems of conservation laws. For simplicity of presentation, we consider the model equation in the spatial domain $I = (0, 1)$ and the time interval $[0, T]$,  

$$u_t + f(u)_x = 0, \quad (x, t) \in I \times (0, T],$$

with the initial solution $u_0(x)$. Here $u(x, t) : \mathbb{R} \times \mathbb{R}^+ \to \mathbb{R}^m$ is the unknown vector-valued solution, and $f(u) : \mathbb{R}^m \to \mathbb{R}^m$ is the given smooth flux function. We will, however, point out similarities and differences when the analysis is generalized to multiple space dimensions. Furthermore, we do not pay much attention to boundary conditions in this paper; hence the solution is considered to be periodic or compactly-supported. Generic solutions to (1.1) will contain discontinuities, which are much more difficult to analyze, see [4, 32] for
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some preliminary results in this direction. In this paper we consider only smooth solutions, therefore, we assume the initial solution \( u_0(x) \) is smooth and we consider only a short time interval before discontinuities develop.

The symmetrizable system of conservation laws has a wide background. Well-known examples are the shallow water wave equations and the Euler equations of compressible gas dynamics. As is well-known, a conservation law system (1.1) is symmetrizable if and only if it has a convex entropy function [14]. Due to the symmetrization theory [14, 25], one can seek a mapping \( u(v): \mathbb{R}^m \to \mathbb{R}^m \) applied to (1.1), so that when transformed, \( u_i'v_i + f_i'v_i = 0 \), the Jacobian matrix \( u_i' = (\partial u_i/\partial v_j)_{i=1,...,m} \) is symmetric positive definite and the Jacobian matrix \( f_i' = f_i'u_i' \) is also symmetric.

In this paper we consider the numerical method to solve directly (1.1) by using the RKDG method. The first version of discontinuous Galerkin (DG) method was introduced in 1973 by Reed and Hill [23] for the steady linear neutron transport. It was later developed into RKDG methods by Cockburn et al. [5–7, 10, 12] for nonlinear hyperbolic conservation laws, which use a DG discretization in space and combine it with an explicit total variation diminishing Runge–Kutta (TVDRK) time-marching algorithm [26]. Later, this method was developed to solve equations with higher order derivatives. It is well-known that the DG method has strong stability and optimal accuracy to capture discontinuous jumps and/or sharp transient layers, and it combines the advantages of finite element and finite volume methods. For a fairly complete set of references on this methods, we refer to the review papers [9, 11].

However, up to now there has been relatively few work on stability analysis and error estimates for the fully discrete RKDG methods with the explicit TVDRK time marching to solve (1.1). The method of line version (continuous in time) of the DG scheme for linear equations has been considered in [8, 18, 20], and has been proved to maintain good \( L^2 \)-norm stability and optimal error estimates. For nonlinear equations, there exists the well-known local entropy inequality [17] for the semi-discrete DG scheme, as well as for the fully discrete DG scheme with some special time-discretizations such as the backward Euler and Crank–Nicolson algorithms. Recently, RKDG method with explicit time-discretization for nonlinear conservation laws has been analyzed in [2, 29, 31], where the (quasi)-optimal \( a \) priori error estimates are obtained for the second order and the third order explicit TVDRK time discretization, respectively, for scalar equations.

As to symmetrizable systems, error estimates are more difficult to obtain. In [30], error estimates are obtained for RKDG methods with a second order TVDRK time discretization, under a restrictive time step constraint in which \( \tau = o(h) \). This restriction is not surprising, as RKDG methods with a second order TVDRK time discretization is linearly unconditionally unstable under the regular time step restriction \( \tau \leq ch \) for any fixed constant \( c > 0 \), when the polynomial degree \( k \geq 2 \) [9]. However, the time step restriction \( \tau = o(h) \) is not realistic in actual computation, and we would like to use third order TVDRK time discretization under regular CFL time step restriction. As far as the authors know, there are still no error estimates for the symmetrizable system, when explicit Runge–Kutta time discretization is used under regular CFL conditions. The RKDG3 method uses the third order explicit TVDRK time-marching combined with piecewise polynomials of arbitrary degree, and is more popular because in practice it provides better linear stability and higher order accuracy in time. However, the techniques used in [30] to obtain error estimates for RKDG2 under the more restrictive time step constraints are not applicable to RKDG3 methods under regular CFL conditions. In a recent work [31], a new technique which explores the specific dissipation natures of third order TVDRK time discretization is developed to analyze the scalar equations. The extension of this technique to symmetrizable systems is the purpose of this paper. This extension is non-trivial, as we must carefully study the numerical fluxes (referred to as the generalized E-flux) in the system case and their influence towards the errors. We can no longer use monotonicity of the fluxes in the scalar case. Our result is a quasi-optimal or optimal error estimate depending on the numerical flux, similar to that in [31] for the scalar case, under the standard temporal-spatial CFL condition \( \tau \leq \gamma h \).

The main line of analysis in this paper follows that in [30, 31], by using energy analysis as the main tool. It is rather straightforward to generalize the error estimates in [31] from the scalar case to symmetric systems. However, as we will see later in this paper, it is significantly more difficult to carry out the above error estimates.
for the symmetrizable systems. In this development, we need to pay more attention to several issues owing to the symmetrizable theory, for instance, the suitable norm with local rotational matrix in each element, and Lipschitz continuity of the rotational matrix and the Jacobian matrix of the flux. In this process, many issues about vector-valued functions need to be addressed.

The essential difficulty in this paper is how to describe the numerical viscosity resulting from the DG spatial discretization. We have considered the RKDG2 method in [30], where the explicit second order TVDRK time-marching is used, for the symmetrizable system, and a description on this issue has been given there. However, the stability mechanism in the RKDG3 method is completely different from that of the RKDG2 method, where the additional stability provided by the explicit third order TVDRK time-marching plays an important role. As we have done in Section 3.3 of [31], we need to use the Lipschitz continuity of the numerical viscosity quantity to maintain the structure of this stability term in the time direction. This property is not needed in the analysis for the RKDG method with the second order time-marching, as in [29,30]. This new property demands that we have to modify the analysis in a suitable way for the symmetrizable system.

To this end, we firstly try to propose a careful classification of the necessary properties for the numerical fluxes used in the symmetrizable system case. This kind of numerical flux is defined as the generalized E-flux in this paper, where we relax the demand than that in [30]. For example, we only need two inequalities related to the two states under consideration, and we add the freedom on the rotation position and the adjusting matrix. Thus this new definition is more easily verified than that in [30]. Then we establish an important matrix termed generalized numerical viscosity matrix, to describe the total numerical stability coming from the jumps at every element interface. In order to ensure the Lipschitz continuity of this matrix, the definition in this paper is different from that in [30]. We carry out this idea through the generalized Newton difference quotients. Furthermore, we present three typical assumptions on the generalized numerical viscosity matrix, which are enough to obtain good error estimates. The details are given in Section 2.2.

An outline of this paper is as follows. In Section 2 we present the RKDG3 scheme for the symmetrizable system of conservation laws. The so-called generalized E-flux and the generalized numerical viscosity matrix are presented. Some assumptions on the numerical viscosity matrix and the smoothness of the exact solution are also given here, which yield the main conclusion about the quasi-optimal error estimate. In the remaining part of this paper, we would like to present the detailed proof to this main conclusion. In Section 3 we obtain the error representation and the corresponding error equations, and in Section 4 we provide some elementary discussions on the error functional in detail. In Section 5 we carry out the energy analysis and complete the error estimate, with some technical proofs left to the appendix. Finally, a concluding remark is given in Section 6.

2. RKDG3 scheme and the main conclusion

In this section we present the detailed implementation of the RKDG3 method, following the notations in [30,31]. The generalized numerical viscosity matrix is defined for the so-called generalized E-flux. Finally, we present the main conclusion on the quasi-optimal error estimates in general, and on the optimal error estimate for the upwind numerical flux.

2.1. RKDG3 scheme

Let \( J_h = \{ I_j \} = \{ (x_{j-1/2}, x_{j+1/2}) \}^N_{j=1} \) be a partition of \( I = (0,1) \), with each element length being \( h_j = x_{j+1/2} - x_{j-1/2} \). The maximum length of this mesh is denoted by \( h = \max_j h_j \). In this paper we assume the partition is quasi-uniform, namely, there exists a positive constant \( \nu \) such that \( h \leq \nu h_j \) for all \( j = 1, 2, \ldots, N \), as \( h \) goes to zero. The discontinuous finite element space is defined as

\[
\mathbb{V}_h = \{ v \in [L^2(0,1)]^m : v|_{I_j} \in [P_k(I_j)]^m, j = 1, \ldots, N \},
\]

where \( P_k(I_j) \) denotes the space of polynomials in \( I_j \) of degree at most \( k \). Note that the function \( p \in \mathbb{V}_h \) is allowed to have discontinuities across element interfaces. Two limits from the left- and the right-directions are
denoted by \( p^- \) and \( p^+ \), respectively. Furthermore, the jump and the mean, respectively, are denoted by

\[
[p] = p^+ - p^- \quad \text{and} \quad \langle p \rangle = \frac{1}{2}(p^+ + p^-).
\] (2.2)

We discretize the time interval \([0, T]\) with the time step \( \tau \), which could actually change from step to step but is taken as a constant in this paper for simplicity. In the RKDG3 method, we would like to seek successively the numerical solution, denoted by \( u_h^n(x) = u_h(x, n\tau) \), in the discontinuous finite element space.

The initial solution \( u_h^0 \) is taken as the approximation of \( u_0(x) \), for instance, the standard \( L^2 \)-projection \( \mathbb{P}_h u_0(x) \). It is defined as the unique function in \( \mathbb{V}_h \) such that

\[
(\mathbb{P}_h u_0(x) - u_0(x), v_h) = 0 \quad \forall v_h \in \mathbb{V}_h.
\] (2.3)

Here \( (p, q) = \int_I p^T q \, dx \) is the inner product as usual in the space \( [L^2(0, 1)]^m \). Note that this projection is locally defined on each element and hence we will also refer to it as the local \( L^2 \)-projection later.

For each \( n \geq 0 \), the numerical solution of the RKDG3 method from the time \( n\tau \) to the next time \((n + 1)\tau\) is defined as follows: find \( u_h^{n+1} \) in the finite element space \( \mathbb{V}_h \), such that for any \( v_h \equiv v_h(x) \in \mathbb{V}_h \) there hold

\[
\begin{align*}
(u_h^{n+1}, v_h) &= (u_h^n, v_h) + H(u_h^n, v_h), & (2.4a) \\
(u_h^{n+1}, v_h) &= (u_h^n, v_h) + \frac{3}{4}(u_h^{n+1}, v_h) + \frac{1}{4}(u_h^{n-1}, v_h) + \frac{\tau}{4} H(u_h^{n+1}, v_h), & (2.4b) \\
(u_h^{n+1}, v_h) &= (u_h^n, v_h) + \frac{1}{3}(u_h^{n+1}, v_h) + \frac{2}{3}(u_h^{n-1}, v_h) + \frac{2\tau}{3} H(u_h^{n+1}, v_h). & (2.4c)
\end{align*}
\]

Here \( H(p, q) \) is the DG spatial discretization, expressed compactly in the form

\[
H(p, q) = \sum_{1 \leq j \leq N} \int_{I_j} q_j^T f(p) \, dx + \sum_{1 \leq j \leq N} \| q_j \|_{j + \frac{1}{2}}^+ \hat{f}(p^-, p^+)_{j + \frac{1}{2}}, \quad \forall p, q,
\] (2.5)

since the numerical solution is periodic or compactly-supported.

In (2.5), \( \hat{f}(p^-, p^+) \) is the numerical flux to ensure the good stability and high-order accuracy. In general, it depends on the two vectors along the left and right directions at the element boundary point. The well-known examples include the global (local) Lax–Friedrichs flux, the Roe linearization flux function [24] with or without Harten’s entropy fix [15], and those fluxes constructed by the flux vector splitting [27]. They can be looked upon as exact or approximate Riemann solvers. For more details, we refer to [27, 30].

To ensure numerical stability, the time step should satisfy a temporal-spatial restriction. The detailed CFL condition will be given later; see (5.1) and (5.25). We have now completed the definition of the RKDG3 method.

2.2. Numerical flux

In this subsection we would like to recall some issues for the numerical fluxes used in practice. Then an important matrix will be defined to describe the numerical viscosity for symmetrizable systems.

2.2.1. Some important matrices in the symmetrizable theory

It follows from the symmetrizable theory that \( f_u' \) has a strong relationship with an important symmetric matrix, since

\[
Q^{1/2} f_u' Q^{-1/2} = Q^{1/2} f_v' Q^{1/2} = K,
\] (2.6)

where \( Q \equiv Q(u) = v'_u \) is the Jacobian matrix of the transformation \( v = v(u) \). Note that \( K \) is a symmetric matrix with the same spectrum as \( f_u' \). Thus there exists the eigenvector decomposition \( K = X^{-1} \bar{K} X \), where \( \bar{K} = \text{diag} \{ \lambda_i \}_{i=1}^m \). Let \( K^+ = \text{diag} \{ \max (\lambda_i, 0) \}_{i=1}^m \) and \( K^- = \text{diag} \{ \min (\lambda_i, 0) \}_{i=1}^m \). The positive and negative
parts of $K$ are then defined as $K^\pm = X^{-1} \tilde{K} \pm X$. The standard absolute value matrix of $K$ is defined as $|K| = K^+ - K^-$. In this paper, we will use another important matrix and its generalized absolute value matrix, respectively,

$$H = u'_u f'_u = Q^{1/2} K Q^{1/2}, \quad \langle H \rangle = Q^{1/2} |K| Q^{1/2}. \quad (2.7)$$

Note that $\langle H \rangle$ is a symmetric positive semidefinite matrix.

Furthermore, in this paper we will use $\| \cdot \|_M$ to represent the length of a vector, or the spectrum norm of a matrix, respectively. Namely, $\|p\|_M = (\sum_{i=1}^m p_i^2)^{1/2}$ for any vector $p = (p_1, \ldots, p_m)\top$, and $\|C\|_M = \max_{\|p\|_M=1} \|Cp\|_M$ for any matrix $C$. If the matrix $C$ is symmetric, then $\|C\|_M$ is equal to the spectral radius of this matrix, denoted by $\rho(C)$. We will also use the following inequalities

$$|p^\top C q| \leq \|C\|_M \|p\|_M \|q\|_M, \quad |p^\top C q| \leq \left( p^\top |C| p \right)^{1/2} \left( q^\top |C| q \right)^{1/2}, \quad (2.8)$$

for any matrix $C$ and any vectors $p$ and $q$. Note that $C = |C|$ if $C$ is positive semidefinite. Both inequalities in (2.8) are named Cauchy–Schwarz inequalities in this paper.

### 2.2.2. Generalized numerical fluxes

Now we would like to recall some elementary properties of numerical fluxes for symmetrizable systems.

In general, the numerical flux $\hat{f}(a, b)$ is locally Lipschitz continuous with respect to each argument, and consistent with the true flux $f(p)$, namely, $\hat{f}(p, p) = f(p)$. Furthermore, successful fluxes used in practice should satisfy certain conditions to ensure stability and convergence of RKDG schemes.

In this paper we would like to present an abstract framework to describe these conditions, suitable for further analysis. This abstract framework is naturally defined for the scalar case (when $m = 1$) in terms of monotonicity, where the numerical flux $\hat{f}(p^-, p^+)$ is assumed to be a nondecreasing function of its first argument and a nonincreasing function of its second argument. Such fluxes are called monotone fluxes. Following [22], a more general class of fluxes are termed as entropy fluxes (E-fluxes), namely, there always holds for any $q$ between $p^-$ and $p^+$, that

$$[p^\top (f(q) - \hat{f}(p^-, p^+)) \geq 0. \quad (2.9)$$

However, this description is not trivial to extend to the system case.

For symmetric systems of conservation laws, an important concept along this line is the so-called generalized E-flux, proposed in [16]. That is to say that

$$[p^\top \{f(r) - \hat{f}(p^-, p^+)\} \geq 0, \quad (2.10)$$

for any $r$ standing on the straight-line segment with two endpoints $p^\pm$. However, this condition can not describe desirable numerical fluxes when solving symmetrizable (but not symmetric) systems of conservation laws.

Thanks to (2.6), we would like in this paper to propose an extension of the generalized E-fluxes to symmetrizable systems, by the help of the local rotation matrix $Q$.

**Definition 2.1.** The numerical flux $\hat{f}(p^-, p^+)$ is called a generalized E-flux, if we have a rotation position $s_\kappa$ and a positive semidefinite matrix $Y_\kappa$, such that

$$[p^\top Q(s_\kappa)\{f(r_\kappa) - \hat{f}(p^-, p^+)\} + [p^\top Y_\kappa [p] \geq 0, \quad \kappa = 1, 2, \quad (2.11)$$

for $r_1 = p^-$ and $r_2 = p^+$. Here $s_\kappa = s_\kappa(p^-, p^+)$ lies in the standard super-rectangle with two vertices $p^\pm$. Furthermore, each element in $Y_\kappa = Y_\kappa(p^-, p^+)$ has the order $O(\|p\|_M)$, with the common bound depending only on the local Lipschitz constant of $Q$ in the above super-rectangle.
Note that the adjusting matrix $Y_{\kappa}$ is introduced to overcome the trouble in [30] on how to seek a reasonable rotation position $s_\kappa$. It is easy to seek a good rotation position for the scalar case and for symmetric systems; in such cases we can take $Y_{\kappa} = 0$. In general, with the help of the new freedom $Y_{\kappa}$, we can take the rotation position $s_\kappa$ as an arbitrary point along the straight line between $p^-$ and $p^+$. Hence, this definition enlarges the class of generalized E-fluxes, given in [16,30].

Many numerical fluxes can be verified easily to be generalized E-fluxes. A detailed example will be given in the appendix, for the (global/local) Lax–Friedrichs flux. More examples can be found in [21].

2.2.3. Generalized numerical viscosity matrix

It is well-known that the numerical viscosity in the semi-discrete DG method comes from the square of the jumps at element boundary points. Below we would like to define an important matrix for the generalized E-flux, given in [29].

To extend to the system case, we would like to use the following notation. Let $g = (g_1, g_2, \ldots, g_m)^\top$ be an $m$-dimensional vector-valued function with respect to the $m$-dimensional variable. For any given two vectors $a = (a_1, a_2, \ldots, a_m)^\top$ and $b = (b_1, b_2, \ldots, b_m)^\top$, define $a^{(0)} = a$, $a^{(m)} = b$, and

$$a^{(j)} = (b_1, \ldots, b_{j-1}, a_j, a_{j+1}, \ldots, a_m)^\top, \quad j = 1, 2, \ldots, m - 1. \quad (2.12)$$

Note that $g(a) - g(b) = \sum_{j=1}^{m}[g(a^{(j-1)}) - g(a^{(j)})]$. The generalized Newton difference quotient is an $m$-dimensional matrix, denoted by $Dg[a,b]$, with the element in the $(i,j)$-entry being

$$\left(Dg[a,b]\right)_{ij} = \frac{g_i(a^{(j-1)}) - g_i(a^{(j)})}{a_j - b_j}. \quad (2.13)$$

If the denominator is equal to zero, the term should be understood as the limit when the denominator goes to zero.

**Definition 2.2.** Let $\tilde{f}(p^-, p^+)$ be a generalized E-flux, locally Lipschitz continuous and consistent with $f(u)$. The generalized numerical viscosity matrix $A(\tilde{f}; p)$ is defined at each element boundary point, in the form

$$A(\tilde{f}; p) = \frac{1}{2} A_1(\tilde{f}; p) + \frac{1}{2} A_2(\tilde{f}; p)$$

$$= \frac{1}{2} Q(s_1)D\tilde{f}^{(1)}[p^-, p^+] - \frac{1}{2} Q(s_2)D\tilde{f}^{(2)}[p^-, p^+], \quad (2.14)$$

where $\tilde{f}^{(1)}(r) = \tilde{f}(r, p^+)$ and $\tilde{f}^{(2)}(r) = \tilde{f}(p^-, r)$. Here $s_1$ and $s_2$ are the two rotation positions, stated in Definition 2.1.

We would like to mention that the above definition confirms the result for the linear constant system, with $f(u) = Au$ and $A$ being a constant matrix. In this case, all upwind numerical fluxes used in practice are equal to $\tilde{f}(p^-, p^+) = A^+ p^- + A^- p^+$. Due to the symmetrizable theory, there exists a symmetric positive definite matrix $A_0$ such that $AA_0$ is symmetric. A tedious stability analysis [21] for the semi-discrete DG method will give the total numerical viscosity,

$$\frac{1}{2} \sum_{1 \leq j \leq N} \left[ u_{h,j}^T (A_0^{-1} A) [u_{h,j}] \right]_{j+\frac{1}{2}}. \quad (2.15)$$

The generalized numerical viscosity matrix given by (2.14) is the same as the above involved matrix, namely, $\frac{1}{2} (A_0^{-1} A)$. From this viewpoint, Definition 2.2 is nicer than that in [30].
Through observation on many numerical fluxes, we would like in this paper to make some elementary assumptions on the generalized numerical viscosity matrix, for the convenience of analysis. They read

**A1** The matrix $A(f; p)$ is nearly positive definite, in the sense

$$[p]^\top A(f; p)[p] \geq -L_{np} \|p\|_M^3, \quad \forall p.$$  \hfill (2.16a)

**A2** The matrix $A(f; p)$ is Lipschitz continuous, in the sense,

$$\|A(f; p) - A(f; p')\|_M \leq L_{\text{Lip}} \|p\|_M, \quad \forall p.$$ \hfill (2.16b)

**A3** The matrix $A(f; p)$ is upper consistent with $\frac{1}{2} \langle H(\|p\|) \rangle$, in the sense: there exists a positive semidefinite matrix $\mathcal{O} = \mathcal{O}(f, f; p)$, such that

$$[p]^\top \left( \frac{1}{2} \langle H(\|p\|) \rangle + \mathcal{O} - A(f; p) \right) [p] \leq L_{\text{uc}} \|p\|_M^3, \quad \forall p.$$ \hfill (2.16c)

Note that the above three bounding constants are all independent of $\|p\|_M$, but may depend on the local Lipschitz constants of the true flux $f(u)$ and/or the numerical flux $f(p^-; p^+)$. The assumption A1 is provided directly from Definition 2.1. Actually, it follows from (2.11) and (2.14) that

$$[p]^\top A(f; p)[p] = \frac{1}{2} [p]^\top Q(s_1)\{f(p^+) - f(p^-, p^+)\} + \frac{1}{2} [p]^\top Q(s_2)\{f(p^-) - f(p^-, p^+)\} \geq -[p]^\top Y_1[p] - [p]^\top Y_2[p],$$

where $\|Y_\kappa\|_M \leq L_\kappa \|p\|_M$ for $\kappa = 1, 2$. The remaining two assumptions can be verified easily for many numerical fluxes. An example is given in the appendix, for the local/global Lax–Friedrich flux (A.1).

It is worthy to point out that the generalized numerical viscosity matrix satisfies the kernel property

$$A_\kappa(f; p)[p] = Q(s_\kappa)\left[f(r_\kappa) - f(p^-, p^+)\right],$$ \hfill (2.17)

for $\kappa = 1, 2$, where $r_1 = p^-$ and $r_2 = p^+$. This property will play an important role in our analysis, as in [30], in order to express explicitly the numerical viscosity provided by the numerical flux. Detailed discussion can be found in section 4.4 and in section A.4 on the proof of Lemma 5.4.

**Remark 2.3.** In the above discussion, we do not pay attention to whether the generalized numerical viscosity matrix $A(f; p)$ is symmetric or not.

**Remark 2.4.** Assumption A3 can be verified easily for the upwind numerical fluxes (namely, one-sided numerical fluxes for each characteristic variable after suitable local characteristic decomposition, see Sect. 5.6 for more details), for example, the upwind numerical flux for a linear flux and the Steger–Warming flux [27] for Euler equations. In such cases, we can take $\mathcal{O} = 0$, and consequently there holds $A(f; p)$ tends to $\frac{1}{2} \langle H(\|p\|) \rangle$ as $[p]$ goes to zero.

### 2.3. The main conclusion

In this paper, some standard norms will be used. Let $p$ be a vector-valued function and/or matrix-valued function. The $[L^2(I)]^m$ norm and the infinity norm, respectively, are denoted by

$$\|p\| = \left( \int_I \|p(x)\|^2_M \, dx \right)^{1/2}, \quad \|p\|_\infty = \text{ess sup}_{x \in (0, 1)} \|p(x)\|_M.$$ \hfill (2.18)

We also use $\| \cdot \|_s$ to denote the standard norm in the Sobolev space $[H^s(I)]^m$, in which the function and its derivatives up to $s$th order are all in $[L^2(I)]^m$. 

In order to obtain the \textit{a priori} error estimates to the RKDG3 method, we would like in this paper to assume that the exact solution \( u(x, t) \) to problem (1.1) is sufficiently smooth. Namely,

\textbf{H1} Both \( \| u \|_{k+1}(t) \) and \( \| u_{ttt} \|(t) \) are bounded uniformly by a constant for any time \( t \in [0, T] \). Furthermore, the exact solution is continuous and bounded. For the purpose of optimal error estimate, we assume that \( u \) has a higher order smoothness, \( i.e., \| u \|_{k+2}(t) \) is also bounded uniformly for any time \( t \in [0, T] \).

\textbf{H2} Each component of \( f(p) \) and \( f'_u(p) \) is bounded for all \( p \in \mathbb{R}^m \). Moreover, \( f'_u(p) \) is Lipschitz continuous with the bounding constant \( C_{\text{Flux}}^* \).

\textbf{H3} The rotation matrix \( Q(p) \) is symmetric positive definite uniformly, namely, there exist two constants \( \gamma_* \) and \( \gamma^* \), such that \( 0 < \gamma_* \leq \| Q(p) \| \leq \gamma^* \) holds for all \( p \in \mathbb{R}^m \). Furthermore, \( Q(p) \) is Lipschitz continuous with the bounding constant \( C_{\text{Rot}}^* \).

As a consequence, the bounding constants in the assumptions \textbf{A1–A3} can be simplified by three common constants, respectively.

A remark is given here. Due to the boundedness of the exact solution, the last two assumptions \textbf{H2} and \textbf{H3} are reasonable with a cut-off modification on \( f(u) \) and \( u(v) \). We refer to [29] for more details.

Now we present the main conclusion in the following theorem.

\textbf{Theorem 2.5.} Let \( u_h \) be the numerical solution of the RKDG3 scheme (2.4), using piecewise polynomials with arbitrary degree \( k \geq 2 \), defined on any quasi-uniform triangulations of \( I = (0, 1) \). The numerical flux is a generalized E-flux associated with the generalized numerical viscosity matrix satisfying assumptions \textbf{A1–A3}.

Let \( u \) be the exact solution of problem (1.1), which satisfies the above smoothness assumptions \textbf{H1–H3}. Then we have the following error estimate

\[
\max_{n\tau \leq T} \| u(x, t^n) - u^n_h \| \leq C(h^{k+\sigma} + \tau^3),
\]

under a standard CFL condition \( \tau \leq \gamma h \) with a suitably fixed constant \( \gamma > 0 \), where the bounding constant \( C > 0 \) is independent of \( h \) and \( \tau \). Here \( \sigma = \frac{1}{2} \) for generalized E-fluxes; and \( \sigma = 1 \) for upwind numerical fluxes.

The proof is technical and long, which will be given in several steps in the subsequent sections. To show the main ideas clearly, we focus our attention on the quasi-optimal error estimate \((\sigma = \frac{1}{2})\) for generalized E-fluxes. The optimal error estimate for upwind numerical fluxes can be proved in a similar line; a sketch will be given in Section 5.6.

3. The error equations

To obtain the error estimate, we have to first establish the error equations. This process is similar to that in [30,31].

3.1. Reference stage solutions

Following [31], three reference functions are defined as the local time discretization of the third order explicit TVDRK algorithm for the exact solution of the conservation law (1.1). Let \( u^{(0)} = u \), and

\[
\begin{align*}
    u^{(1)} &= u^{(0)} - \tau f(u^{(0)})_x, \\
    u^{(2)} &= \frac{3}{4} u^{(0)} + \frac{1}{4} u^{(1)} - \frac{1}{4} \tau f(u^{(1)})_x.
\end{align*}
\]

Owing to the Sobolev embedding theory [1], it follows from the smoothness assumptions \textbf{H1–H3} that the above reference values are all continuous and bounded in the whole domain \( I \times [0, T] \).

A simple manipulation yields the local truncation error in time, denoted by \( \mathcal{E}(x, t) \), such that

\[
    u^{(0)}(x, t + \tau) = \frac{1}{3} u^{(0)}(x, t) + \frac{2}{3} u^{(2)}(x, t) - \frac{2}{3} \tau [f(u^{(2)}(x, t))]_x + \mathcal{E}(x, t).
\]
There holds uniformly \(\|\mathcal{E}(x,t)\| = \mathcal{O}(\tau^4)\) for any time, due to assumption H1. Similar discussion can be found in [31] for the scalar case.

Define \(u^{n,\ell} = u^{(\ell)}(x, t^n)\) to be the reference stage solution. Here and below we may drop the index \(\ell\) if \(\ell = 0\).

For convenience of notations, we denote three differences

\[
\mathbb{E}^n_1 u^n = u^{n,1} - u^n, \quad \mathbb{E}^n_2 u^n = 4u^{n,2} - u^{n,1} - 3u^n, \quad \mathbb{E}^n_3 u^n = \frac{1}{2}(3u^{n+1} - 2u^{n,2} - u^n),
\]

(3.3)

to describe the evolution of the solution at each time stage.

Multiply the test function \(v_h \in V_h\) on both sides of equations (3.1) and (3.2), respectively. Let \(t = t^n\) and then integrate them in each element. Due to the consistency of the numerical flux, this process yields a set of equalities for \(\ell = 0, 1, 2,\)

\[
(\mathbb{E}^n_{\ell+1} u^n, v_h) = \tau \mathcal{H}^{n,\ell}(u^{n,\ell}, v_h) + (\mathcal{E}^{n,\ell}, v_h), \quad \forall v_h \in V_h,
\]

(3.4)

which are almost the same as the RKDG3 scheme (2.4). In this paper we would like to denote \(\mathcal{E}^{n,2} = \mathcal{E}(x, t^n)\), and denote \(\mathcal{E}^{n} = \mathcal{E}^{n,1} = 0\) just for simplicity.

### 3.2. Projection properties

Define the stage error \(e^{n,\ell} = u^{n,\ell} - u_h^{n,\ell}\). As the usual treatment in a finite element analysis, we divide the stage error in the form

\[
e^{n,\ell} = \left[\pi_h u^{n,\ell} - u_h^{n,\ell}\right] - \left[\pi_h u^{n,\ell} - u_h^{n,\ell}\right] = \xi^{n,\ell} - \eta^{n,\ell},
\]

(3.5)

where \(\pi_h\) is a suitable projection. The projection error \(\eta^{n,\ell}\) can be estimated easily.

It is enough to take \(\pi_h = \mathbb{P}_h\) as the standard \(L^2\)-projection (refer to (2.3)), in order to obtain the quasi-optimal error estimate. Since \(u(x, t)\) is smooth enough, a standard scaling argument [3, 20] yields that the projection error \(\eta^{n,\ell}\) satisfies

\[
\|\eta^{n,\ell}\| + h\|\eta^{n,\ell}_x\| + h^{1/2}\|\eta^{n,\ell}_t\| \leq C_1 h^{k+1}, \quad \forall n: n\tau \leq T, \ell = 0, 1, 2.
\]

(3.6a)

Here \(I_h\) is the union of all element interfaces, and for any function \(p\), we denote

\[
\|p\|_{I_h} = \left(\sum_{1 \leq j \leq N} \frac{1}{2} \|p^+_j\|^2_M + \frac{1}{2} \|p^-_j\|^2_M\right)^{1/2}.
\]

It follows from the interpolation theory [3] that

\[
\|\eta^{n,\ell}_\tau\|_{\infty} \leq C_2 h^{k+\frac{1}{2}}, \quad \forall n: n\tau \leq T, \ell = 0, 1, 2.
\]

(3.6b)

Since the projection \(\mathbb{P}_h\) is linear and independent of the time, \(\mathbb{E}^{n,\ell}_\ell \eta^n\) is also the projection error of \(\mathbb{E}^{n,\ell}_\ell u^n\) under the same projection. Thus we also have the estimates

\[
\|\mathbb{E}^{n,\ell}_\ell \eta^n\| + h^{1/2}\|\mathbb{E}^{n,\ell}_\ell \eta^n\|_{I_h} \leq C_3 h^{k+1}, \quad \forall n: n\tau \leq T, \ell = 1, 2, 3.
\]

(3.6c)

Note that the above bounding constants, \(C_1, C_2\) and \(C_3\), depend solely on the smoothness of the exact solution.

### 3.3. The error equations

The remaining work in this paper is to estimate the errors in the finite element space, namely \(\xi^{n,\ell} = \pi_h e^{n,\ell} \in V_h\). To this end, we need to set up the error equations as follows. Subtracting (3.4) from (2.4) gives the error equations for \(\ell = 0, 1, 2,\)

\[
(\mathbb{E}^{n+1}_{\ell+1} \xi^n, v_h) = \tau \mathcal{K}^{n,\ell}(v_h)
\]

\[
\equiv (\mathbb{E}^{n+1}_{\ell+1} \eta^n + \mathcal{E}^{n,\ell}, v_h) + (\tau \mathcal{H}(u^{n,\ell}, v_h) - \tau \mathcal{H}(u_h^{n,\ell}, v_h), \quad \forall v_h \in V_h.
\]

(3.7)
Here $\mathcal{K}^{n,\ell}(v_h)$ is called the error functional at each time stage. To state it more clearly, we would like to separate it into four parts with different meanings, through a simple re-arranging process and using consistency of the numerical flux. Namely,

$$
\mathcal{K}^{n,\ell}(v_h) \equiv \mathcal{L}^{n,\ell}(e^{n,\ell}, v_h) + \mathcal{N}^{n,\ell}(v_h) + \mathcal{V}^{n,\ell}(v_h) + T^{n,\ell}(v_h). 
$$

(3.8)

The terms on the right-hand side are named the linear part, the nonlinear part, the viscosity part, and the time-marching part, respectively, which are defined below.

The linear part is defined as a bilinear functional with respect to $w$ and $v_h$, with the given Jacobian matrix $f'_u(u^{n,\ell})$. It reads in the form

$$
\mathcal{L}^{n,\ell}(w, v_h) = \mathcal{L}_{\text{main}}(f'_u(u^{n,\ell}); w, v_h) = \sum_{1 \leq j \leq N} \left[ [v_h]_j^\top f'_u(u^{n,\ell}) [w]_j \right]_{j+\frac{1}{2}} + \int_I (v_h)_x f'_u(u^{n,\ell}) w \, dx. 
$$

(3.9a)

Here and below the integration on $I$ means the sum of those integrations on every elements $I_j$. The remaining three parts are linear functionals with respect to $v_h$. The nonlinear part is given in the form

$$
\mathcal{N}^{n,\ell}(v_h) = \sum_{1 \leq j \leq N} \left[ [v_h]_j^\top \left[ f(u^{n,\ell}) - f(u^{n,\ell}_h) - f'_u(u^{n,\ell}) e^{n,\ell} \right] \right]_{j+\frac{1}{2}} + \int_I (v_h)_x \left[ f(u^{n,\ell}) - f(u^{n,\ell}_h) - f'_u(u^{n,\ell}) e^{n,\ell} \right] \, dx. 
$$

(3.9b)

If $f(u)$ is a linear flux, the nonlinear part disappears. Further, the viscosity part solely depends on the numerical solutions, defined as

$$
\mathcal{V}^{n,\ell}(v_h) = \sum_{1 \leq j \leq N} \left[ [v_h]_j^\top \left( f(u^{n,\ell}_h) - f(u^{n,\ell}_h) - f'_u(u^{n,\ell}) e^{n,\ell} \right) \right]_{j+\frac{1}{2}}. 
$$

(3.9c)

The time-marching part is defined as

$$
T^{n,\ell}(v_h) = \tau^{-1}(\zeta^{n,\ell}, v_h), 
$$

(3.9d)

where $\zeta^{n,\ell} = \mathcal{P}_{\ell+1}\eta^n + \mathcal{E}^{n,\ell}$, representing the evolution of the projection error and the local truncation error in time.

Remark 3.1. In the splitting of the error (3.8) above, we have introduced the reference vector at each element boundary point, which depends on the specific projection being used. For the local $L^2$-projection $P_h$, the reference vector is taken as the simple average $\left\langle u^{n,\ell}_h \right\rangle$. This corresponds to three terms, namely, $\left\langle w \right\rangle$ in (3.9a), and $\left\langle f(u^{n,\ell}_h) \right\rangle$ in both (3.9b) and (3.9c).

To obtain the optimal error estimate for the upwind numerical flux, we will use the local Gauss–Radau projection. In this case, we would need to introduce a different reference vector at each element boundary point, and make corresponding modifications; see Section 5.6 for more details.

4. ELEMENTARY ESTIMATES

In this section we would like to set up some basic discussions on the error functional. For notational convenience, in this section we will drop the super-index, $n$ and $\ell$, for the reference stage solutions, the numerical solutions and the operators.
4.1. Preliminaries

4.1.1. Notations

In this paper we will use notations $C, K, \varepsilon$ to denote generic positive constants independent of $h, \tau$ and $n$. Here $\varepsilon$ is a small positive constant, and $K$ depends solely on the inverse constants, to be specified in Section 4.1.3 below. To emphasize the nonlinearity of the flux $f(u)$ and the transformation $u(v)$, we would like to use $C_\ast$ to denote a nonnegative constant which vanishes, i.e. $C_\ast = 0$ for a linear flux $f(u) = Au$. Furthermore, for any function $p$, we would like to use a macro notation

$$C(p) = C + C_\ast h^{-1}\|p\|_\infty + C_\ast h^{-2}\|p\|_\infty^2. \quad (4.1)$$

If the bounding constant depends on $\varepsilon$, we will denote it by $C(\varepsilon; p)$. Note that the above notations may have a different value in each occurrence.

In this paper we use the notations $u_c$ and $u_b$ to denote the evaluation of the reference solutions at the element center points and the element boundary points, respectively. Recalling $Q = v'_u$, we define the piecewise constant rotation matrix as

$$Q_c = Q(u_c), \quad (4.2)$$

which is equal to the evaluation of the matrix at the center point in each element. Also we denote $Q_b = Q(u_b)$ at every element boundary point.

4.1.2. Local focus shifting

Let $C$ be one of the matrix-valued functions $f'_u, Q, Q^{1/2}, H$ and $(H)$. Their focus shifting (i.e. change of the vector at which this matrix-valued function is evaluated) causes many complexity in the following analysis. Due to the Lipschitz continuity and the famous Wielandt–Hoffman Theorem [13], we have

$$||C(a) - C(b)||_M \leq C_\ast \|a - b\|_M, \quad (4.3)$$

where $a$ and $b$ are two considered focuses. Furthermore, we will use the inequalities $\|f(a) - f(b)\|_M \leq C\|a - b\|_M$ and

$$\|f(a) - f(b) - f'_u(b)(a - b)\|_M \leq \frac{1}{2}C^\text{Flux}_u\|a - b\|_M^2, \quad (4.4)$$

in the local linearization process. We refer to [19] for more details.

The focuses considered in this paper will be taken from the reference solutions $u_c, u_b$ and $u(x)$, or the numerical solutions $\{u_h\}$ and $s_i = s_i(u_h)$ in the definition of generalized E-flux, in the same cell or in adjacent cells, at the same time stage level, or at different time stage levels in the same time-marching step. In all these cases, we have

$$\|a - b\|_M \leq C(h + \tau) + \|[e]\|_M \leq C(h + \tau) + \|e\|_\infty, \quad (4.5)$$

since the reference solution $u$ is Lipschitz continuous and thus

$$[u_h] = [\eta] - [\xi] = -[e], \quad (4.6)$$

at each element boundary point. Note that (4.5) simply gives a very crude bound. In many cases, we do not have all the terms on the right-hand side of this inequality.

4.1.3. The inverse properties

Some inverse properties will be used in this paper. For any function $v_h \in V_h$, there exists a positive constant $\mu$, independent of $v_h$ and $h$, such that

(i) $\|(v_h)_x\| \leq \mu h^{-1}\|v_h\|$; \quad (ii) $\|v_h\|_{L^1} \leq \mu^{1/2}h^{-1/2}\|v_h\|$; \quad (iii) $\|v_h\|_\infty \leq \mu h^{-1/2}\|v_h\|$.

For more details of these inverse properties, we refer the reader to [3].
To cope with the local moving of focus near the element boundary, we will use the following inequalities
\[
\|Q_h^{1/2}v_h\|_{1h} \leq K\mu_{1/2}\left[h^{-1/2}\|Q_h^{1/2}v_h\|_h + C_*h^{1/2}\|v_h\|_h\right], \quad (4.7a)
\]
\[
\|Q^{1/2}(\|u_h\|_h)v_h\|_{1h} \leq K\|Q_h^{1/2}v_h\|_{1h} + C_*h^{-1}\|e\|_\infty\|v_h\|^2,
\]
for any \(v_h \in V_h\). These can be obtained from the application of focus shifting and the elementary inverse properties.

4.2. The linear part

Starting from this subsection we will discuss separately the four parts in the error functional. Let \(S_{\max} = \max \phi(f'_u(u))\), representing the maximum of the flow speed; here \(\phi(f'_u)\) is the spectral radius, and the maximum is taken over all vectors in \(\mathbb{R}^m\).

**Lemma 4.1.** The linear part is a bounded bilinear functional in \(V_h \times V_h\). Namely, there exist bounding constants \(K\) and \(C_*\) independent of \(h\) and \(\tau\), such that
\[
|\mathcal{L}(w_h, Q\cdot v_h)| \leq K S_{\max} \mu h^{-1}\|Q_c^{1/2}w_h\|\|Q_c^{1/2}v_h\| + C_*\|w_h\|\|v_h\|\quad (4.8)
\]
holds for any \(w_h, v_h \in V_h\).

**Proof.** For any point \(x\) in the interior of each element, we move the focus of the rotation matrix \(Q\) from \(u_c\) to \(u(x)\). Then from (3.9a) we get a splitting \(\mathcal{L}(w_h, Q\cdot v_h) = L^{(1)}(w_h, v_h) + L^{(2)}(w_h, v_h)\), where

\[
L^{(1)}(w_h, v_h) = \int (v_h)^\top H(u)w_h \, dx + \sum_{1 \leq j \leq N} \left[\|v_h\|^\top Q(u_b)\|w_h\|\right]_{j+\frac{1}{2}},
\]
\[
L^{(2)}(w_h, v_h) = \int (v_h)^\top M(u)f'_u(u)w_h \, dx + \sum_{1 \leq j \leq N} \left[\|M(u_b)v_h\|^\top f'_u(u_b)\|w_h\|\right]_{j+\frac{1}{2}},
\]
where \(M(u) = Q(u_c) - Q(u)\). Note that \(M(u)\) may be discontinuous at the element interface, and hence \(M(u_b)\) has two limits from different directions.

Now we consider the first term \(L^{(1)}(w_h, v_h)\). The two terms involved here are denoted by \(L^{(1)}_{\text{int}}\) and \(L^{(1)}_{\text{bry}}\), respectively. Recall that \(H(u) = Q^{1/2}(u)K(u)Q^{1/2}(u)\), and \(K(u)\) is a symmetric matrix satisfying \(\|K(u)\|_M = \rho(f'_u(u))\). Noting (2.8), a simple application of the inverse property (i) yields that
\[
|L^{(1)}_{\text{int}}| \leq \left|\int (v_h)^\top H(u_c)w_h \, dx \right| + \left|\int (v_h)^\top H(u) - H(u_c)w_h \, dx \right|
\]
\[
\leq \|K(u_c)\|_\infty \|Q_c^{1/2}w_h\| \|Q_c^{1/2}v_h\| + \|H(u) - H(u_c)\|_\infty \|v_h\| \|w_h\|
\]
\[
\leq S_{\max} \mu h^{-1}\|Q_c^{1/2}w_h\|\|Q_c^{1/2}v_h\| + C_*\|v_h\|\|w_h\|,\quad (4.10)
\]
since \(\|H(u) - H(u_c)\|_M \leq C_*h\) holds for all \(x\), due to (4.3) and the smoothness assumption \(H1\) on \(u\). Also we can use (4.7a) and the boundedness of \(Q_c\) (see assumption \(H3\)), to get
\[
|L^{(1)}_{\text{bry}}| \leq S_{\max} \|Q_h^{1/2}v_h\|_{1h} \|Q_h^{1/2}w_h\|_{1h}
\]
\[
\leq K S_{\max} \mu h^{-1}\|Q_c^{1/2}w_h\|\|Q_c^{1/2}v_h\| + C_*\|v_h\|\|w_h\|.\quad (4.11)
\]

Since \(\|M(u)\|_M = O(h)\) also holds for all \(x\) (as we have discussed on the focus shifting), using Cauchy–Schwarz inequality, as well as the inverse properties (i) and (ii), we achieve
\[
|L^{(2)}(w_h, v_h)| \leq C_*\|w_h\|\|v_h\|.\quad (4.12)
\]
Hence, collecting up the above inequalities completes the proof of this lemma. \(\square\)
In this paper the following conclusion plays an important role. The two inequalities reflect the approximate skew-symmetric and negative semidefinite properties, respectively.

**Lemma 4.2.** For any functions \( \mathbf{w}_h \) and \( \mathbf{v}_h \) in \( \mathbb{V}_h \), there holds

\[
|\mathcal{L}(\mathbf{w}_h, Q \mathbf{v}_h) + \mathcal{L}(\mathbf{v}_h, Q \mathbf{w}_h)| \leq C_* \| \mathbf{w}_h \| \| \mathbf{v}_h \|.
\]  

(4.13)

As a corollary, we have \(|\mathcal{L}(\mathbf{v}_h, Q \mathbf{v}_h)| \leq C_* \| \mathbf{v}_h \|^2\).

**Proof.** We just need to estimate \( \mathcal{L}^{(1)}(\mathbf{w}_h, \mathbf{v}_h) \) again, which is defined in the proof of Lemma 4.1. By \( H_{\text{prj}}(\mathbf{u}) \) we denote the piecewise linear interpolation of \( \mathbf{u} \). Since this matrix is symmetric, we can have

\[
(w_h)^{\text{T}} H_{\text{prj}} v_h + (v_h)^{\text{T}} H_{\text{prj}} w_h = \left[ (w_h)^{\text{T}} H_{\text{prj}} v_h \right] x - w_h^{\text{T}} (H_{\text{prj}}) x v_h,
\]

(4.14)

where \((H_{\text{prj}}) x|_I_j = [H(u_{\text{j+1/2}}) - H(u_{\text{j-1/2}})]/[x_{\text{j+1/2}} - x_{\text{j-1/2}}]\). As we have discussed in Section 4.1.2, we know that \(\| (H_{\text{prj}}) x \| \) is bounded for all \( x \).

Since the solution is periodic or compactly-supported, we can solve the integration in each element and obtain

\[
\mathcal{L}^{(1)}(\mathbf{w}_h, \mathbf{v}_h) + \mathcal{L}^{(1)}(\mathbf{v}_h, \mathbf{w}_h) = \Xi_{\text{bry}} + \Xi_{\text{int}},
\]

where

\[
\Xi_{\text{bry}} = \sum_{1 \leq j \leq N} \left[ (w_h)^{\text{T}} H(u_h) \| \mathbf{v}_h \| + (v_h)^{\text{T}} H(u_h) \| \mathbf{w}_h \| - [(w_h)^{\text{T}} H(u_h) \| \mathbf{v}_h \|] \right] j + \frac{1}{2},
\]

\[
\Xi_{\text{int}} = \int \left\{ (w_h)^{\text{T}} \left[ H - H_{\text{prj}} \right] v_h + (v_h)^{\text{T}} \left[ H - H_{\text{prj}} \right] w_h - w_h^{\text{T}} (H_{\text{prj}}) x v_h \right\} dx.
\]

It is easy to see that \( \Xi_{\text{bry}} = 0 \), since the term in the bracket is equal to zero. Further, we have \( |\Xi_{\text{int}}| \leq C_* \| \mathbf{w}_h \| \| \mathbf{v}_h \| \) by the inverse property (i), since the former two matrices involved here are of the size \( O(h) \). Finally, by collecting up the above analysis and (4.12) we complete the proof of this lemma. \( \square \)

In this paper we would like to use the following compact notations to denote the collection of jumps on the element boundary, like

\[
[p]^\text{T} \langle H(u_h) \rangle \| q \| = \sum_{1 \leq j \leq N} \left[ [p]^\text{T} \langle H(u_h) \rangle \| q \| \right] j + \frac{1}{2}, \quad \forall p, \forall q.
\]

(4.17)

This kind of compact notations will also be used to the matrices \( A, S \), etc.

**Lemma 4.3.** There exists a constant \( C \) independent of \( h \) and \( \tau \), such that

\[
|\mathcal{L}(\eta, Q \mathbf{v}_h)| \leq \varepsilon \| \mathbf{v}_h \|^2 \| (H(u_h)) \| \| \mathbf{v}_h \| + \varepsilon \| \mathbf{v}_h \|^2 + C \varepsilon^{-1} h^{2k+1}, \quad \forall \mathbf{v}_h \in \mathbb{V}_h.
\]

(4.18)

Here \( \varepsilon \) is any given positive constant.

**Proof.** Similar to what we have done in Lemma 4.1, we move the focus of the rotation matrix in definition (3.9a). This yields \( \mathcal{L}(\eta, Q \mathbf{v}_h) = \mathcal{L}^{(3)}(\mathbf{v}_h) + \mathcal{L}^{(4)}(\mathbf{v}_h) \), where

\[
\mathcal{L}^{(3)}(\mathbf{v}_h) = \sum_{1 \leq j \leq N} \left[ [w_h]^\text{T} H(u_h) \| \eta \| \right] j + \frac{1}{2},
\]

\[
\mathcal{L}^{(4)}(\mathbf{v}_h) = \int (v_h)^{\text{T}} Q_c \left[ f'_u(u) - f'_u(u_c) \right] \| \eta \| dx + \sum_{1 \leq j \leq N} \left[ [M_h \mathbf{v}_h]^\text{T} f'_u(u_h) \| \eta \| \right] j + \frac{1}{2}.
\]
The first term is bounded by Cauchy–Schwarz inequality (2.8) and Young’s inequality. The projection property (3.6a) yields that

\[ |\mathcal{L}^{(3)}(v_h)| \leq \varepsilon \|v_h\|^2 + C \varepsilon^{-1} h^{2k+1}. \]  

(4.20)

Since \( |f_u(u) - f_u'(u_c)|_M = O(h) \) holds for all \( x \), as we have discussed in Section 4.1.2, we can bound the second term in the form

\[ |\mathcal{L}^{(4)}(v_h)| \leq C \left( \|v_h\|^2 + \|\eta\|^2 + h\|\eta\|_h^2 \right) \leq \varepsilon \|v_h\|^2 + C \varepsilon^{-1} h^{2k+1}, \]  

(4.21)

using the inverse properties (i) and (ii), as well as the projection property (3.6a). This completes the proof of this lemma.

**Remark 4.4.** In the above discussion, the average \( \|\eta\| \) comes from the setting of the reference vector and the local \( L^2 \)-projection. When the local Gauss–Radau projection is used to obtain optimal error estimate for upwind numerical fluxes, this term will be changed into the new setting along the upwind direction. See Section 5.6 for details.

### 4.3. The nonlinear part

Now we turn to show that the nonlinear part does not cause serious trouble in the error estimate. The conclusion is stated in the following lemma.

**Lemma 4.5.** There exists a constant \( C_* \geq 0 \) independent of \( h \) and \( \tau \), such that

\[ |\mathcal{N}(Q_c v_h)| \leq C_* \|v_h\|^2 + C_* h^{-2} \|e\|_\infty^2 \left( \|\xi\|^2 + h^{2k+2} \right), \quad \forall v_h \in \mathcal{V}_h. \]  

(4.22)

**Proof.** Noticing (4.4), we can bound the nonlinear term \( \mathcal{N}(Q_c v_h) \) in the form

\[ |\mathcal{N}(Q_c v_h)| \leq C_* \sum_{1 \leq j \leq N} \left[ \left( \|v_h\|_M \|e\|_M \right)^2 + \int_{I_j} \|(v_h)_x\|_M \|e\|_M^2 \, dx \right] \]

\[ \leq C_* \|e\|_\infty \left[ \|v_h\|_{L_\infty} \|e\|_{L_\infty} + \|(v_h)_x\|_M \|e\|_M \right] \]

\[ \leq C_* \|e\|_\infty \left[ \mu^{1/2} h^{-1/2} \|v_h\| \left( \|\mu^{1/2} h^{-1/2} \|\xi\| + \|\eta\|_{L_\infty} \right) + \mu h^{-1} \|v_h\| \left( \|\xi\| + \|\eta\|_{L_\infty} \right) \right] \]

\[ \leq C_* h^{-1} \|e\|_\infty \|v_h\| \left[ \|\xi\| + h^{k+1} \right]. \]

Here we have used the inverse properties (i) and (ii), together with the projection property (3.6a). This and Young’s inequality complete the proof of this lemma.

### 4.4. The numerical viscosity part

In this subsection we consider the numerical viscosity part, which is an important feature of the DG method.

#### 4.4.1. A few propositions

The generalized numerical viscosity matrix \( \mathcal{A}(\hat{f}; u_h) \) is not guaranteed to be positive semidefinite, causing some inconvenience to the analysis. However, it follows from assumptions \( A1 \) and \( A2 \) that there exists a positive semidefinite matrix \( \mathcal{M}(\hat{f}; p) \) such that

\[ S(\hat{f}; u_h) = \mathcal{A}(\hat{f}; u_h) + \mathcal{M}(\hat{f}; u_h) \]  

(4.23)

is a symmetric positive semidefinite matrix, and

\[ \|\mathcal{M}(\hat{f}; u_h)\|_M \leq C_* \|u_h\|_M. \]  

(4.24)
The total numerical viscosity in the DG spatial discretization can be shown explicitly in the form
\[
[H]_h \equiv \sum_{1 \leq j \leq N} \left[ (\mathbf{u}_h)^\top H(\mathbf{u}_h) \right]_{j+\frac{1}{2}}.
\] (4.25)

Note that this treatment is not essential, but only for the analysis. For example, the second Cauchy–Schwarz inequality in (2.8) holds for \( S(f; \mathbf{u}_h) \), but not for \( A(f; \mathbf{u}_h) \).

Associated with this issue, we will encounter another expression \( \| \mathbf{u}_h \|^2 \leq C(\varepsilon)(\|\mathbf{u}\|^2 + h^{2k+2}) \).

**Proposition 4.6.** There exists a bounding constant \( C_* \) such that
\[
\frac{1}{2} [\mathbf{u}_h]^\top \langle \mathbf{H}(\mathbf{u}_h) \rangle [\mathbf{u}_h] \leq [\mathbf{u}_h]^\top S(\mathbf{u}_h) + C(\varepsilon)(\|\mathbf{u}\|^2 + h^{2k+2}).
\]

*Note that the notation \( C_* \) is included in \( C(\varepsilon) \); see (4.1).*

**Proof.** Noticing (4.23), a simple manipulation yields
\[
\frac{1}{2} [\mathbf{u}_h]^\top \langle \mathbf{H}(\mathbf{u}_h) \rangle [\mathbf{u}_h] + [\mathbf{u}_h]^\top \mathcal{O}[\mathbf{u}_h] = [\mathbf{u}_h]^\top S(\mathbf{u}_h) + A_3 + A_4,
\] (4.26)

where \( \mathcal{O} \) is the symmetric positive semidefinite matrix given in assumption \( A_3 \), and
\[
A_3 = \frac{1}{2} [\mathbf{u}_h]^\top \left( \langle \mathbf{H}(\mathbf{u}_h) \rangle - \langle \mathbf{H}(\mathbf{u}_h) \rangle - \mathcal{A}(\mathbf{f}; \mathbf{u}_h) \right)[\mathbf{u}_h],
\]
\[
A_4 = [\mathbf{u}_h]^\top \left( \frac{1}{2} \langle \mathbf{H}(\mathbf{u}_h) \rangle + \mathcal{O} - \mathcal{A}(\mathbf{f}; \mathbf{u}_h) \right)[\mathbf{u}_h].
\]

We can bound easily \( |A_3| \) by using (4.3), (4.5) and (4.24). The bound of \( |A_4| \) is given by assumption \( A_3 \), (4.6) and the inverse property (ii). Together with (4.6) again, we have completed the proof of this proposition. \( \square \)

**Proposition 4.7.** Let \( \varepsilon \) be any given positive constant. There holds
\[
\frac{1}{2} \|\mathbf{F}\|^2 \leq (1 + \varepsilon) [\mathbf{u}_h]^\top S(\mathbf{u}_h) + C(\varepsilon)(\|\mathbf{u}\|^2 + h^{2k+1}).
\] (4.27)

**Proof.** Since \( \langle \mathbf{H} \rangle \) is a symmetric positive semidefinite matrix, we can use Cauchy–Schwarz inequality and Young’s inequality to get
\[
\|\mathbf{F}\|^2 \leq (1 + \varepsilon) [\mathbf{u}_h]^\top \langle \mathbf{H}(\mathbf{u}_h) \rangle [\mathbf{u}_h] + (1 + \varepsilon^{-1}) [\mathbf{F}]^\top \langle \mathbf{H}(\mathbf{u}_h) \rangle [\mathbf{F}].
\] (4.28)

Then we can finish the proof of this proposition by using the projection property of the finite element space, together with Proposition 4.6. \( \square \)

### 4.4.2. Boundedness

Let \( F_{\text{max}} = \max \| Q^{-1/2} s A(f; \mathbf{s}, \mathbf{s}) Q^{-1/2} (s) \| \) represent the maximum strength of the numerical viscosity. Here the maximum is taken over all vectors in \( \mathbb{R}^m \). Due to the smoothness assumptions \( H_1, H_3 \), we know that \( F_{\text{max}} \) is a finite number.

The next lemma will show a rough amplification in each time-marching, for any functions in the finite element space.
Lemma 4.8. Let $\varepsilon \leq 1$ be any positive constant. For any $v_h \in V_h$, there holds
\[
|V(Q, v_h)| \leq \varepsilon F_{\text{max}} \mu h^{-1} \|Q^{1/2} v_h\|^2 + K \varepsilon^{-1} \|u_h\| S[u_h] + C \varepsilon h^{-1} ||\xi||_\infty \left[||\xi||^2 + \|v_h\|^2 + h^{2k+2}\right]. \tag{4.29}
\]

Proof. Recall that $r_1 = u_h^\perp$ and $r_2 = u_h^\parallel$, with the local rotation positions $s_1$ and $s_2$. It follows from the definition (2.14) that $V(Q, v_h) = V^{(1)}(v_h) + V^{(2)}(v_h)$, where
\[
V^{(1)}(v_h) = \|u_h\| \hat{A}(\hat{f}; u_h)[u_h], \tag{4.30a}
\]
\[
V^{(2)}(v_h) = -\frac{1}{2} \sum_{h=1,2} \sum_{j \leq N} \left|\left[\left(\mathcal{M}_h u_h\right)^\top (f(r_h) - \hat{f}(u_h))\right]_{j+\frac{1}{2}}\right|^2. \tag{4.30b}
\]

Here $M_h = Q(u_h) - Q(s_h)$ describes the focus shifting of the local rotation matrix. Below we will estimate these terms one by one.

Noticing (4.23), an application of Cauchy–Schwarz inequality to the first term yields the estimate
\[
|V^{(1)}(v_h)| \leq \|v_h\| \|\hat{A}(\hat{f}; u_h)[u_h]\| \leq K \varepsilon^{-1} \|u_h\| S[u_h] + \varepsilon \|v_h\| S[v_h] + \|v_h\| \|\mathcal{M}[u_h]\|. \tag{4.31}
\]

The second term is equal to the sum of $V^{(1a)} = \varepsilon \|v_h\|^2 \hat{A}(\hat{f}; [u_h])[v_h]$ and
\[
V^{(1b)} = \varepsilon \|v_h\|^2 \left|\left[\hat{A}(\hat{f}; u_h) - \hat{A}(\hat{f}; [u_h])\right] [v_h]\right|, \tag{4.32}
\]
which are bounded by the inverse property (4.7b), and by assumption $A2$ and (4.24), respectively. This gives
\[
\varepsilon \|v_h\|^2 S[v_h] \leq \varepsilon K F_{\text{max}} \mu h^{-1} \|Q^{1/2} v_h\|^2 + C \varepsilon h^{-1} \|\xi\|_\infty \|v_h\|^2, \tag{4.33}
\]
since $\varepsilon \leq 1$. The last term can be bounded by using (4.24) and (4.6), which reads
\[
\|v_h\| \|\mathcal{M}[u_h]\| \leq C \varepsilon h^{-1} ||\xi||_\infty \left[||v_h||^2 + ||\xi||^2 + h^{2k+2}\right]. \tag{4.34}
\]

As we have shown in Section 4.1.2, we know that both $\|M_h\|_M \leq C \varepsilon (h + ||\xi||_\infty)$ and $\|f(u_h^\perp) - \hat{f}(u_h^\perp, u_h^\parallel)||_M \leq C \|\|u_h\||_M$ hold at every element boundary point. The inverse property (ii) and the projection property (3.6a) yield
\[
|V^{(2)}(v_h)| \leq C \varepsilon h^{-1} ||\xi||_\infty \left(||\xi||^2 + h^{k+1}||v_h||\right). \tag{4.35}
\]
Finally, summing up the above estimates completes the proof of this lemma. For convenience we use a new notation $\varepsilon$ instead of $\varepsilon K$ in the final conclusion. \hfill $\square$

Furthermore, for a special test function $v_h = \xi$, we can show explicitly the total numerical viscosity in the DG discretization. It is stated in the following lemma.

Lemma 4.9. For any given positive constant $\varepsilon < 1$, there holds
\[
V(Q, \xi) \leq -(1 - \varepsilon) \|u_h\| \|\hat{A}(\hat{f}; u_h)[u_h]\| + C(\varepsilon; e) \left[\|\xi\|^2 + h^{2k+1}\right]. \tag{4.36}
\]

Proof. At this time, we still use the splitting (4.30), and need to pay more attention to the first term. It reads
\[
V^{(1)}(\xi) = \|\xi\| \hat{A}(\hat{f}; u_h)[u_h] = \|\eta\|^2 S[u_h] - \|\xi\| \mathcal{M}[u_h] - \|u_h\| S[u_h], \tag{4.37}
\]
following (4.23) and (4.6). The first two terms on the right-hand side are denoted by $A_1$ and $A_2$, respectively.
The definition (2.14) implies that every component in $A$ are bounded uniformly, owing to assumptions $H2$ and $H3$. Hence we have $\|S\|_M \leq C + C_\ast \|e\|_\infty$, due to (4.24) and (4.6). Employing Young’s inequality, we get

$$|A_1| \leq \varepsilon \|u_h\|^T S[u_h] + \frac{1}{4\varepsilon} \|[\eta]\|^T S[\eta] \leq \varepsilon \|u_h\|^T S[u_h] + \varepsilon^{-1}\left[C + C_\ast \|e\|_\infty \right]\||\eta||_{L_h}^2.$$  

Using (4.24) and (4.6), as well as the inverse property (ii), we have

$$|A_2| \leq \|M\|_\infty \|[u_h]\|_{l_h} \|[\eta]\|_{l_h} \leq C_\ast h^{-1} \|e\|_\infty \left[\|\xi\|^2 + h \|[\eta]\|_{L_h}^2\right].$$

Substituting the above inequalities into (4.37) yields

$$V(1)\left(\xi\right) \leq -(1 - \varepsilon)\left[u_h\right]^T S[u_h] + C(\varepsilon; e)\left[\|\xi\|^2 + h^{2k+2}\right],$$  

where the projection property (3.6a) has been used.

The next term $V(2)\left(\xi\right)$ can be bounded by (4.35). This completes the proof of this lemma. 

Remark 4.10. Actually the numerical viscosity of the DG method can be shown by another process. For example, if we use the reference vector along the upwind direction at each element boundary point, the numerical viscosity can be shown explicitly by the quantity $\left[u_h\right]^T (H(u_b))[u_h]$. When the local Gauss–Radau projection is used, the numerical viscosity is shown to come mainly from the linear part. This complex line of analysis is only necessary to obtain the optimal error estimate, when the upwind numerical flux is used. In this case, the new viscosity part will basically disappear. See section 5.6.

4.5. The time-marching part

By using the approximation property (3.6c), and the estimate of the local truncation error in time, we can easily get the following conclusion.

Lemma 4.11. There exists a constant $C > 0$ independent of $h$ and $\tau$, such that

$$\left|T(Q_c v_h)\right| \leq C \left[\|v_h\|^2 + h^{2k+2} + \tau^6\right], \quad \forall v_h \in V_h.$$  

Proof. The proof is a simple application of Young’s inequality, so it is omitted. 

5. PROOF OF THE THEOREM

In this section we come back to prove Theorem 2.5, under a standard CFL condition

$$\max\{S_{\text{max}}, F_{\text{max}}\} \mu \tau h^{-1} \leq \lambda_{\text{max}},$$

where $S_{\text{max}}$ and $F_{\text{max}}$ have been defined in the previous section. Note that $\lambda_{\text{max}} \leq 1$ is a suitable CFL number, independent of $h$ and $\tau$.

5.1. Three useful differences

The following energy analysis depends strongly on three important differences, which have been presented in [31] for the scalar case. They read

$$G_1^n \xi^n = \xi^{n+1} - \xi^n, \quad G_2^n \xi^n = 2\xi^{n+1} - \xi^{n+1} - \xi^n, \quad G_3^n \xi^n = \xi^{n+1} - 2\xi^{n+2} + \xi^n.$$  

It is worthy to point out that the group $\{E_\ell^n \xi^n\}_{\ell=1,2,3}$ and the group $\{G_\ell^n \xi^n\}_{\ell=1,2,3}$ can be linearly expressed by each other.
Let Lemma 5.2.

5.2. The energy equation

for notational convenience. We would like to use a simplified notation for an arbitrary object defined on time stage level \(G\).

Here \(G_0\) is just the identity operator, namely \(G_0\mathbb{K}^n = \mathbb{K}^n\).

The proof of this lemma is trivial by the suitable linear combinations of those error equations in (3.7). The detailed process is omitted; we refer to [31]. Based on this lemma, we can achieve easily a crude estimate for each stage in \(L^2\) norm within one time step. The proof of the following lemma is given in the appendix.

Lemma 5.2. Let \(n\) be any time level and \(\ell = 0, 1, 2\). Assume \(\|\mathbf{e}^n,\kappa\|_\infty \leq h\) holds for any \(\kappa \leq \ell\). Then there holds

\[
\|\xi^{n,\ell+1}\|^2 \leq C \sum_{0 \leq \kappa \leq \ell} \|\xi^{n,\kappa}\|^2 + Ch^{2\ell+2} + C\tau^8,
\]

under the CFL condition (5.1), where the bounding constant \(C\) is independent of \(n, h\) and \(\tau\). Here \(\xi^{n,3} = \xi^{n+1}\) for notational convenience.

5.2. The energy equation

To carry out the energy analysis, we need to establish the energy equation. To this end, we take three test functions \(Q^n_c\xi^n, Q^n_c\xi^{n,1}\) and \(Q^n_c\xi^{n,2}\) in (3.7), for \(\ell = 0, 1, 2\), respectively. Recall that the piecewise constant rotation matrix is given as

\[
Q^{c,\ell} = Q(u^{n,\ell}_c), \quad \ell = 0, 1, 2.
\]

A simple manipulation yields the energy equation in the form

\[
3\|Q^{n+1/2}\xi^{n+1}\|^2 - 3\|Q^n_c\xi^n\|^2 = \Pi_1 + \Pi_2 + \Pi_3,
\]

which are used to reflect the DG discretization, the TVDRK time-marching, and the variation of the rotation matrix in time, respectively. In details, they read

\[
\Pi_1 = \tau[K^n(Q^n_c\xi^n) + K^{n-1}(Q^{n,1}_c\xi^{n,1}) + 4K^{n,2}(Q^{n,2}_c\xi^{n,2})],
\]

\[
\Pi_2 = (G^n_c, Q^n_cG^n_c) + 3(G^n_1, Q^n_cG^n_3) + 3(G^n_2, Q^n_cG^n_3) + 3(G^n_3, Q^n_cG^n_3) + 3(G^n_3, Q^n_cG^n_3),
\]

\[
\Pi_3 = 3(\xi^{n+1}, Q^{n,3}_c\xi^{n+1}) - (\xi^{n,2}_c, \xi^{n,1}_c) - 4(\xi^{n,3}_c, Q^{n,2}_c\xi^{n,2}).
\]

Here \(Q^{n,\ell}_c - Q^{n,\ell}_c\) for \(\ell = 1, 2, 3\), reflect the focus shifting, with the notations \(Q^{n,3}_c = Q^{n+1}_c\) and \(u^{n,3}_c = u^{n+1}_c\) for convenience.

Below we will estimate the above three terms one by one. For notational convenience, we would like to use a macro notation

\[
\psi^n_{\kappa_1, \kappa_2} = \sum_{0 \leq \ell \leq \kappa_1} C(e^{n,\ell}) \left[ \sum_{0 \leq \ell \leq \kappa_2} \|\xi^{n,\ell}\|^2 + h^{2\ell+1} + \tau^6 \right],
\]

where \(\kappa_1\) and \(\kappa_2\) are either 2 or 3, and the notation \(C(e^{n,\ell})\) has been given in (4.1).
5.3. Estimates to the first term and the third term

The estimate to \( \Pi_1 \) is straightforward, since the test function and the error functional are taken at the same time stage level. Namely, we use Lemmas 4.2 and 4.3 for the linear part, Lemma 4.5 for the nonlinear part, Lemma 4.9 for the viscosity part, and Lemma 4.11 for the time-marching part. All the test functions are taken as \( \varphi_h = \xi^{n,\ell} \). Then we use Proposition 4.7 and obtain

\[
\tau K^{n,\ell}(Q_c^{n,\ell} \xi^{n,\ell}) \leq -(1 - \varepsilon)[u_h^{n,\ell}]^\top S^{n,\ell}[u_h^{n,\ell}]^\tau + C(\varepsilon; e^{n,\ell})[\|\xi^{n,\ell}\|^2 + h^{2k+1} + \tau^6],
\]

for \( \ell = 0, 1, 2 \). By taking \( \varepsilon \) small enough, we achieve the estimate

\[
\Pi_1 \leq -\frac{3}{4} \sum_{\ell=0,1,2} [u_h^{n,\ell}]^\top S^{n,\ell}[u_h^{n,\ell}]^\tau + \psi_{2,2}^n. \tag{5.9}
\]

Note that the last term gives a very crude bound.

The estimate to \( \Pi_2 \) is more complex, so we present the detailed discussion in the next subsection. As for the third term, a simple application of Cauchy–Schwarz inequality yields

\[
\Pi_3 \leq C \bigg[ \|\xi^n\|^2 + \|\xi^{n-1}\|^2 + \|\xi^{n,2}\|^2 + \|\xi^{n+1}\|^2 \bigg] \tau. \tag{5.10}
\]

since \( \|\tilde{Q}_e\|_M = \|Q_c^{n,\ell} - Q^n\|_M = \mathcal{O}(\tau) \) holds for all \( x \), as we have discussed before.

5.4. Estimate to the second term

The four terms involved in \( \Pi_2 \) are denoted by \( \Pi_2^{(\kappa)} \) for \( \kappa = 1, 2, 3, 4 \). The estimates to them are a little long and technical, depending strongly on the three differences (5.2) and the relationships among them.

One main trick used here is that we consider the first two terms \( \Pi_2^{(1)} \) and \( \Pi_2^{(2)} \) together. By taking the test functions \( Q_c^n G_2^n \) and \( Q_0^n G_1^n \), respectively, in Lemma 5.1 for \( \ell = 1, 2 \), we have

\[
\Pi_2^{(1)} + \Pi_2^{(2)} = -(G^n_2, Q_c^n G_2^n) + 2(G^n_2, Q_c^n G_2^n) + 3(G^n_2, Q_c^n G_1^n) \\
= -\|G_2^n\|^2 + \tau G_1^n K^n(Q_c^n G_2^n) + \tau G_2^n K^n(Q_c^n G_1^n) \\
= -\|G_2^n\|^2 + \tau_1 + \tau_2 + \tau_3 + \tau_4. \tag{5.11}
\]

Note that the new norm \( \|w_h\|_n = \|Q_c^n \|^{1/2} w_h \| \) is used for convenience. Here the last four terms represent respectively the linear part, the nonlinear part, the numerical viscosity part and the time-marching part. For example,

\[
\tau_1 = \tau G_1^n L^n(Q_c^n G_2^n) + \tau G_2^n L^n(Q_c^n G_1^n). \tag{5.12}
\]

We will estimate them separately below.

The term \( \tau_1 \) can be bounded along the same line as that for the linear part at the given time stage. However, we need an additional treatment to deal with the variation of the Jacobian matrix \( f'_u(u^{n,\ell}) \) and the local setting of the local rotation matrix \( Q_c^n \). This again involves many applications of local shifting of the focus. A key point in the technique is to fully use the approximate skew-symmetric property (see Lem. 4.2). The complete proof is given in the appendix, and we just present the conclusion here.

**Lemma 5.3.** There exists a bounding constant \( C \), such that

\[
|\tau_1| \leq \frac{1}{8} \sum_{\ell=0,1} [u_h^{n,\ell}]^\top S^{n,\ell}[u_h^{n,\ell}]^\tau + C\psi_{2,2}^n. \tag{5.13}
\]
Each term in $Y_2$ is bounded easily by using Lemma 4.5. Together with the triangle inequalities to the norms $\|G^n_1\|$ and $\|G^n_2\|$, we have
\[ |Y_2| \leq C\Psi^n_{2,2}\tau. \] (5.14)

There are some minor troubles to estimate $Y_3$, since the generalized viscosity matrix $A^{n,\ell}$ involves different time stages. Thanks to assumption $A_2$, we have the following result to dig out the complete information about $\|G^n_2\|_n$. The proof is again postponed to the appendix.

**Lemma 5.4.** There exist bounding constants $K$ and $C$, such that
\[ |Y_3| \leq K\lambda_{\text{max}}\|G^n_2\|_n^2 + \frac{1}{8} \sum_{\ell=0,1} \|u_h^{n,\ell}\|_n^2 \|S^{n,\ell} [u_h^{n,\ell}]\|_n^2 \tau + C\Psi^n_{2,2}\tau. \] (5.15)

The last term $Y_4$ is easily estimated from Lemma 4.9. Together with the projection property (3.6c) and the triangle inequality, we have
\[ |Y_4| \leq C\Psi^n_{2,2}\tau. \] (5.16)

Next we turn to estimate separately the remaining terms, $I_2^{(3)}$ and $I_2^{(4)}$. It follows from Lemma 5.1, with different test functions $Q^c_n G^n_2$ and $Q^c_n G^n_3$, respectively, for $\ell = 2$, that
\[ I_2^{(3)} = 3(G^n_3, Q^c_n G^n_2) = \tau G^n_2 K^n(Q^c_n G^n_2), \quad I_2^{(4)} = 3\|G^n_3\|_n = \tau G^n_2 K^n(Q^c_n G^n_3). \] (5.17)

Both estimates depend on the boundedness of $G^n_2 K^n(Q^c_n v_h)$ for any $v_h \in V_n$. This property can be achieved along almost the same line as we have done in section 4. However, in the discussion on the linear part, we will also encounter the trouble on how to dig out the complete information about $\|G^n_2\|_n$. The final conclusion is stated in the following lemma.

**Lemma 5.5.** There holds for any $v_h \in V_n$, that
\[ |\tau G^n_2 K^n(Q^c_n v_h)| \leq \varepsilon \|v_h\|_n^2 + \sum_{\ell=0,1,2} C_* h^{-1} \|e^{n,\ell}\|_{\infty} \|v_h\|_n^2 \tau + C\Psi^n_{2,2}\tau \]
\[ + K\varepsilon^{-1} \lambda_{\text{max}} \left[ \|G^n_2\|_n^2 + \sum_{\ell=0,1,2} \|u_h^{n,\ell}\|_n^2 \|S^{n,\ell} [u_h^{n,\ell}]\|_n^2 \tau \right], \] (5.18)

where $\varepsilon$ is any small positive constant.

We would like to postpone the proof to the appendix. Noticing (5.17), we take $v_h = G^n_2$ and $\varepsilon = 1/4$ in Lemma 5.5. Therefore,
\[ |I_2^{(3)}| \leq C\Psi^n_{2,2}\tau + \left[ \frac{1}{4} + K\lambda_{\text{max}} \right] \|G^n_2\|_n^2 + \lambda_{\text{max}} \sum_{\ell=0,1,2} \|u_h^{n,\ell}\|_n^2 \|S^{n,\ell} [u_h^{n,\ell}]\|_n^2 \tau. \] (5.19)

Here the triangle inequality to $\|G^n_2\|$ is used. The estimate to $I_2^{(4)}$ can be achieved by using the same lemma with $v_h = G^n_3$, and small enough parameter $\varepsilon$. Thus we can get from this process that
\[ |I_2^{(4)}| \leq C\Psi^n_{2,3}\tau + K\lambda_{\text{max}} \left[ \|G^n_3\|_n^2 + \sum_{\ell=0,1,2} \|u_h^{n,\ell}\|_n^2 \|S^{n,\ell} [u_h^{n,\ell}]\|_n^2 \tau \right]. \] (5.20)

Here we use the bigger bound $\Psi^n_{2,3}$, since $G^n_3$ involves the information about $\xi^{n+1}$. 
Finally, we collect all of the above estimates, namely, identity (5.11), inequalities (5.13)–(5.16), (5.19) and (5.20). This gives an estimate

\[
II_2 \leq - \left[ 3 - \frac{3}{4} K_1 \lambda_{\text{max}} \right] \frac{C^2}{4} + \left[ 1 + K_2 \lambda_{\text{max}} \right] \sum_{\ell=0,1,2} \left[ u_h^{n,\ell} \right]^\top S^{n,\ell} [u_h^{n,\ell}] \tau + C \Psi_{2,3} \tau,
\]

(5.21)

where \(K_1\) and \(K_2\) solely depend on the inverse constant \(\mu\). We have now estimated every term on the right-hand side of the energy equation (5.6).

5.5. The energy estimate

In this subsection we would like to complete the proof of Theorem 2.5. To deal with the nonlinearity of the flux function \(f(u)\), we would like first make the \textit{a priori} assumption that, for all \(n\), if \(n \tau < T\), we have

\[
\|e^{n,\ell}\|_{\infty} \leq h, \quad \ell = 0, 1, 2,
\]

(5.22)

which holds for \(h\) small enough. We note that, for the linear flux \(f(u) = Au\) with the constant matrix \(A\), this \textit{a priori} assumption is not necessary. Later, we will verify the correctness of this \textit{a priori} assumption for the piecewise polynomials of degree \(k \geq 2\).

The assumption (5.22) implies that \(C(e^{n,\ell}) \leq C\) for any \(n\) satisfying \(n \tau < T\) and \(\ell = 0, 1, 2\), where the bounding constant \(C\) is independent of \(n, h\) and \(\tau\). Substitute (5.9), (5.21) and (5.10) into the energy identity (5.6).

By employing Lemma 5.2, we finally obtain for any \(n\) satisfying \(n \tau < T\) that

\[
3\|(Q_c^{n+1})^{1/2} \xi^{n+1}\|^2 - 3\|(Q_c^n)^{1/2} \xi^n\|^2 + \Theta_{\text{RKDG}}^n \leq C\|\xi^n\|^2 \tau + C^2 \lambda_{\text{max}} \sum_{\ell=0,1,2} \left[ u_h^{n,\ell} \right]^\top S^{n,\ell} [u_h^{n,\ell}] \tau,
\]

(5.23)

where the bounding constant \(C\) is independent of \(n, h\) and \(\tau\), and

\[
\Theta_{\text{RKDG}}^n = \left( \frac{1}{2} - K_1 \lambda_{\text{max}} \right) \frac{C^2}{4} + \left( \frac{1}{2} - K_2 \lambda_{\text{max}} \right) \sum_{\ell=0,1,2} \left[ u_h^{n,\ell} \right]^\top S^{n,\ell} [u_h^{n,\ell}] \tau,
\]

(5.24)

with the constants \(K_1\) and \(K_2\) defined in (5.21). Suppose that the CFL condition (5.1) holds under the restriction

\[
\lambda_{\text{max}} \leq \min((2K_1)^{-1}, (2K_2)^{-1}),
\]

(5.25)

there holds \(\Theta_{\text{RKDG}}^n \geq 0\) to reflect the numerical stability of the RKDG3 method. Summing up the estimate (5.23) from 0 to \(n\) yields

\[
\|\xi^{n+1}\|^2 \leq 3\sum_{n'=0}^n \|\xi^{n'}\|^2 \tau + C \left[ \|\xi^0\|^2 + h^{2k+1} + \tau^6 \right], \quad \forall n : n \tau < T,
\]

(5.26)

where the bounding constant \(C > 0\) is independent of \(n, h\) and \(\tau\). Here we have used the uniform equivalence among the norms \(\| \cdot \|\) and \(\|(Q_c^n)^{1/2} \cdot\| \equiv \| \cdot \|_n\) for any \(n\), due to the uniform boundedness of \(Q_c^n\); see assumption H3.

It follows from the setting of the initial solution that \(\xi^0 = 0\). An application of the discrete Gronwall lemma yields the error estimate for the fully-discretic DG scheme with TVDRK3 time-marching, in the form

\[
\|\xi^{n+1}\|^2 \leq Ch^{2k+1} + C \tau^6, \quad \forall n : n \tau < T,
\]

(5.27)

where the bounding constant \(C\) is independent of \(n, h\) and \(\tau\). This inequality together with the projection property (3.6a) yields the conclusion of this theorem.

To complete the proof of this theorem for the generalized E-flux, we need to verify the \textit{a priori} assumption (5.22), by using an induction process, as well as the inverse property (iii) and the projection property (3.6b).
Obviously there holds \( \|e^0\|_\infty \leq h \), owing to the setting of the initial solution. An application of Lemma 5.2 yields \( \|\xi^{0,1}\| \leq Ch^{k+1} \). Thus it follows that
\[
\|e^{0,1}\|_\infty \leq \mu h^{-\frac{1}{2}} \|\xi^{0,1}\| + \|\eta^{0,1}\|_\infty \leq Ch^{k+\frac{1}{2}} \leq h,
\]
if \( h \) is small enough, since \( k \geq 2 \). Repeating this discussion shows \( \|e^{0,2}\|_\infty \leq h \). Next, we will prove the a priori assumption (5.22) by induction. Assume it holds on all time level from 0 to \( n \). We can achieve the inequality (5.27) along the above analysis line, which follows
\[
\|e^{n+1}\|_\infty \leq C\mu h^{-1/2}\|\xi^{n+1}\| + \|\eta^{n+1}\|_\infty \leq Ch^k + h^{-1/2}r^3 \leq h,
\]
if \( h \) is small enough. As we have done for the initial time level, we can employ Lemma 5.2 to get \( \|e^{n+1,1}\|_\infty \leq h \) and \( \|e^{n+1,2}\|_\infty \leq h \). Thus the assumption (5.22) is also true for \( n+1 \), and we complete the proof of the theorem.

**Remark 5.6.** The main technique used in this paper is the energy analysis. The energy technique does not require a uniform mesh and can be easily generalized to arbitrary triangulation in multi-dimensions and for linear equations with variable coefficients, as well as to some types of non-periodic boundary conditions. We have discussed in [28] the inflow boundary condition for the scalar hyperbolic equation.

**Remark 5.7.** For linear conservation laws, the error estimates hold for any piecewise polynomials, if the exact solution is smooth enough. However, for nonlinear conservation laws, the error estimates only hold for piecewise polynomials with degree \( k \geq d/2 + 1 \), where \( d \) is the spatial dimension. This restriction is solely used to ensure the a priori assumption (5.22). As a result, in this paper we do not consider the piecewise linear polynomials, which are rarely used together with the third order TVDRK time-marching.

### 5.6. Optimal error estimate for upwind fluxes

In this subsection, we would like to upgrade the error estimate to be optimal for the upwind numerical fluxes, as we have stated in Theorem 2.5. Since almost the same analysis line is used here, we would like in this section to only point out the new techniques and main differences to the above.

To obtain the optimal error estimate, we would need to use some standard tricks in the DG analysis, as we have done in [30, 31]. These consist of two main ingredients, both of which are carried out by the help of eigenvector decomposition. Let \( \lambda_i(u) \) be the eigenvalues of the Jacobian matrix \( f'_u(u) \), which has the left eigenvector \( l_i(u) \) and the right eigenvector \( r_i(u) \). It is assumed that \( \lambda_i(u) \), \( l_i(u) \) and \( r_i(u) \) are smooth mappings which for strictly hyperbolic system follows from the regularity assumption of \( f \). Furthermore, we assume for any space point \( x \in I \) that \( \lambda_i(u(x, t)) \) does not change its sign for any \( t \in [0, T] \).

The first one is the local Gauss–Radau projection, denoted by \( Q_h u^{n,\ell} \), instead of the local \( L^2 \)-projection, where \( u^{n,\ell} \) is the reference stage solution as we have defined in section 3.1. In each element \( I_j \), this process involves three steps.

1. Transform \( u^{n,\ell} \) to the characteristics fields. This is achieved by left multiplying this by the matrix whose rows are the left eigenvectors of \( f'_u(u^n) \).
2. Apply the scalar Gauss–Radau projection to each of the components of the transformed vector-valued function, which depends on the sign of the corresponding eigenvalue of \( f'_u(u^n) \). If the eigenvalue is not smaller than zero, we demand the exact collocation of the corresponding component on the right boundary point. Otherwise, we demand the exact collocation on the left boundary point.
3. The result is transformed back to the original space by left multiplying the matrix whose columns are the right eigenvectors \( r_i(u^n) \).

For this projection, the projection properties given in Section 3.2 still hold. The advantage of this projection is that we can correct the order reduction in the element boundary.

The other one is the upwind setting of the reference vector for the numerical solution at each element boundary point, denoted by \( (u_h^{n,\ell})^{\text{upw}} \), which is the so-called upwind direction we have referred to before. This treatment
is similar as the above and use the eigenvector decomposition of the Jacobian matrix \( f'_u(u^n_h) \). At the element boundary point \( x_{j+1/2} \), this process involves three steps.

1. Transform the two limits of \( u^{n,ℓ}_{h} \) to the characteristics fields of \( f'_u(u^n_h) \).
2. Apply the scalar upwind setting to each of the components of the transformed vector, which depends on the sign of the corresponding eigenvalue of \( f'_u(u^n_h) \). If the eigenvalue is not smaller than zero, we take the left limit. Otherwise, we take the right limit.
3. The result is transformed back to the original space.

Then we change the definition of the linear part (3.9a), where \( \{w\} \) is replaced by \( w^{upw} \). It follows from the new linear part that the total numerical viscosity is shown explicitly in the term \( u^{n,ℓ}_{h} \top (H(u^n_{h})) \top u^{n,ℓ}_{h} \).

Also we change the definitions of the nonlinear part (3.9b) and the viscosity part (3.9c), where \( \{f(u^n_{h})\} \) is replaced by \( f((u^n_{h})^{upw}) \). Note that we do not need to use the generalized numerical matrix. In this case, the new viscosity part is very small. The corresponding result is modified from the conclusion in Lemma 4.8, where only the last term on the right-hand side is left. It is worthy to point out that this new viscosity part is equal to zero for the special cases that each eigenvalue keeps the sign in the considered range for the exact solution and the numerical solution. If the sign changes locally, there must exist locally a zero eigenvalue. We refer to [31] for the detailed discussions for the scalar case. This is the key ingredient of the upwind numerical flux.

6. Concluding remarks

In this paper we present quasi-optimal or optimal error estimates to the RKDG scheme with the explicit third order TVDRK time discretization, to solve a symmetrizable system of conservation laws with sufficiently smooth solution. Symmetrizable but not symmetric systems have several difficult issues. Although many numerical fluxes have been used successively in practical computation, the theoretical framework for error analysis has not been clear. In this paper we attempt to set an abstract framework to handle these difficulties, and to establish the so-called generalized numerical viscosity matrix. Another difficulty is related to the local variation of the numerical viscosity, which can be handled by the definition of the local rotation matrix. We remark that this local rotation matrix causes complexity in the analysis. The abstract framework established in this paper includes many commonly used numerical fluxes and is flexible to use for our analysis.

In this paper the exact solution of the conservation laws is assumed to be sufficiently smooth. However, generic solutions of nonlinear conservation laws contain discontinuities. In future work, we will consider piecewise smooth solutions and attempt to analyze the error in smooth regions away from discontinuities, extending the preliminary results for one-dimensional linear equations in [32].

Appendix

A.1. Verification for the Lax–Friedrichs flux

In this subsection we would like to show that the (global/local) Lax–Friedrichs flux is a generalized E-flux, and the corresponding generalized numerical viscosity matrix satisfies assumptions \( A2 \) and \( A3 \). The (global/local) Lax–Friedrichs flux is defined as follows:

\[
\hat{f}^{LF}(p^-, p^+) = \frac{1}{2} \left[ f(p^-) + f(p^+) - \alpha[p] \right], \quad \text{with } \alpha = \max_p \varrho(f'_u(p)),
\]

where the maximum is taken locally or globally.

Let \( s_1 \) be any point in the super-rectangle with the vertexes \( p^\pm \), and define

\[
Y^{LF}_1 = \frac{1}{2} \int_0^1 \left( Q(s) - Q(s_1) \right)(f'_u(s) + \alpha I)ds,
\]
where $I$ is the identity matrix, and $s = p^- + s\|p\|$. Every element in $Y_{1}^{\text{LF}}$ is bounded by $O(\|p\|_M)$, since $v_u'$ is Lipschitz continuous and $\|s - s_1\|_M \leq \|p\|_M$. A simple manipulation yields
\[
[p]^T v_u'(s_1)(f(p^+)) - f^\text{LF}(p^-, p^+) \right) + [p]^T Y_1^{\text{LF}}[p] = [p]^T \tilde{Y}_1^{\text{LF}}[p] \geq 0, \quad (A.2)
\]
where
\[
\tilde{Y}_1^{\text{LF}} = \frac{1}{2}\int_0^1 Q(s)(f_u'(s) + \alpha I)ds,
\]
is a symmetric positive semidefinite matrix, following (2.6) and (A.1). Similar discussion can be done for $\kappa = 2$. So the Lax–Friedrichs flux is a generalized E-flux.

Next we would like to verify assumption $A_2$. We still consider $\kappa = 1$ as an example. In fact, it follows from the definition of the Lax–Friedrichs flux that
\[
\left( D\tilde{f}^{(1)}[p^-, p^+] \right)_{ij} = \frac{1}{2} \left[ \frac{\partial f_i}{\partial p_j} (\bar{p}_{ij}) + \alpha \right], \quad i, j = 1, 2, \ldots, m, \quad (A.3)
\]
where $\bar{p}_{ij}$ is a mean point lying near $\{p\}$. Since $s_1 = s_1(p^-, p^+)$ also lies near $\{p\}$, it follows from the Lipschitz continuity of $f_u'$ and $Q$, that $A_1(\tilde{f}; p)$ is Lipschitz continuous. Similar discussion for $A_2(\tilde{f}; p)$ implies assumption $A_2$.

To verify assumption $A_3$, we take $\bar{u} = \frac{1}{2}Q^{1/2}[\alpha I - K(\{p\})]Q^{1/2}$, which is a symmetric positive semidefinite matrix. Noticing (2.17), a simple manipulation yields
\[
\text{LHS of (2.16c)} = \left| \frac{1}{2} \sum_{\kappa=1,2} [p]^T \left[ Q(s_\kappa) - Q(\{p\}) \right] \left[ f(r_\kappa) - \tilde{f}^\text{LF}(p^-, p^+) \right] \right|. \quad (A.4)
\]
Noticing the Lipschitz continuity of $Q$ and $\tilde{f}^\text{LF}$, we can complete the verification of assumption $A_3$.

### A.2. Proof of Lemma 5.2

We can obtain this lemma by an induction process, to bound $\|G^\tau_{\ell+1}\|$ by $\|G^\tau_{\ell}\|$ and the others. This can be established by Lemma 5.1, with the test function $v_h = Q_c^\tau G^\tau_{\ell+1}$.

The key here is to estimate the error functional $G^\tau_{\ell} K(Q^\tau_c v_h)$ for any test function in the finite element space. Similar analysis will be given in the proof of Lemma 5.5, so the detail is omitted here. The only difference is that after we bound the numerical viscosity part by Lemma 4.8, we amplify deeply those jumps by the inverse property (ii). Namely, for any $v_h \in V_h$,
\[
\|V(u_h; Q_c^\tau v_h)\| \leq K F_c h^{-1} \left[ \epsilon \|Q_c^\tau\|^{1/2} \|v_h\| + \epsilon^{-1} \|Q_c^\tau\|^{1/2} \|\xi\| \right]
\]
\[
\quad + C \epsilon \|\xi\| \|v_h\| + h^{2k+2}. \quad (A.5)
\]
Here $\epsilon$ is any given small positive constant.

Finally, we just need to use the CFL condition (5.1) and the assumption to simplify the obtained conclusion. This will yield the conclusion of this lemma.

### A.3. Proof of Lemma 5.3

We can prove this lemma from the properties of the linear part and the equivalent expression $Y_1 = \Phi_{\text{DG}} + \Phi_{\text{prj}} + \Phi_{\text{RK}}$, where
\[
\begin{align*}
\Phi_{\text{DG}} &= \tau L_{\text{main}}(f_u(u^n)) + Q_c^\tau G^\tau_{\ell+1}) + \tau L_{\text{main}}(f_u(u^n)) + Q_c^\tau G^\tau_{\ell+1}) \\
\Phi_{\text{prj}} &= - \tau L_{\text{main}}(f_u(u^n)) + \eta^n G^\tau_{\ell+1} + Q_c^\tau G^\tau_{\ell+1}) - \tau L_{\text{main}}(f_u(u^n)) + \eta^n G^\tau_{\ell+1} + Q_c^\tau G^\tau_{\ell+1}) \\
\Phi_{\text{RK}} &= \tau L_{\text{main}}(N^n; e^n + Q_c^\tau G^\tau_{\ell+1} + 2\tau L_{\text{main}}(N^n; e^n + Q_c^\tau G^\tau_{\ell+1} + 2\tau L_{\text{main}}(N^n; e^n + Q_c^\tau G^\tau_{\ell+1})
\end{align*}
\]
Here \( N^{n,\ell} = f'_u(u^{n,\ell}) - f'_u(u^n) \) for \( \ell = 1, 2 \). Below we will estimate them one by one. It follows from Lemma 4.2 that
\[
|\Phi_{DG}| \leq C_* \|G^\tau_1\| \|G^\tau_2\| \tau \leq C_* \left( \|G^\tau_1\|^2 + \|G^\tau_2\|^2 \right) \tau. \tag{A.6}
\]
This is the key step in the proof. Each term in \( \Phi_{proj} \) can be bounded by Lemma 4.3 and Proposition 4.7. That is to say
\[
|\Phi_{proj}| \leq \varepsilon \sum_{\ell = 1, 2} \left[ G^\tau_\ell \right]^\top (H(u^\tau_\ell)) [G^\tau_\ell] \tau + \varepsilon \sum_{\ell = 1, 2} \|G^\tau_\ell\|^2 \tau + C h^{2k+1} \tau
\leq K \varepsilon (1 + \varepsilon) \sum_{\ell = 1, 2} \left[ u^{n,\ell}_h \right]^\top S^{n,\ell}[u^{n,\ell}_h] \tau + \sum_{\ell = 0, 1} C(\varepsilon; e^{n,\ell})(\|\xi^{n,\ell}\|^2 + h^{2k+2} + \tau^0) \tau, \tag{A.7}
\]
where the triangle inequalities are used for \( \|G^\tau_1\| \) and \( \|G^\tau_2\| \). Since \( \|N^{n,\ell}\|_M = O(\tau) = O(h) \) holds for all \( x \), along almost the same line as that in Lemmas 4.1 and 4.3, we have
\[
|\Phi_{RK}| \leq C_* \left( \|\xi^n\|^2 + \|\xi^{n,1}\|^2 + \|\xi^{n,2}\|^2 + \|\xi^{n+1}\|^2 + h^{2k+2} + \tau^0 \right) \tau. \tag{A.8}
\]
Finally we collect up the above estimates and take small enough \( \varepsilon \) to complete the proof of this lemma. \( \Box \)

A.4. Proof of Lemma 5.4

Recalling the definition of generalized E-fluxes, we need to move the focus of \( Q \) from the element center \( u^\kappa_h \) to the rotation position \( s^{n,\ell}_h \), for \( \kappa = 1, 2 \). After this is done, the term \( \tilde{T}_3 \) is changed to \( \tilde{T}_3 \). The difference between them is easy to bound. Since at every element boundary point there holds \( \|Q(u^n) - Q(s^{n,\ell}_h)\|_M \leq C[h + \tau(1 + \|e^{n,\ell}\|_\infty)] \), as stated in Section 4.1.2, the inverse properties (i) and (ii) imply that
\[
\|\tilde{T}_3 - \tilde{T}_3\| \leq C\Psi_{2,2}^\tau \tau, \tag{A.9}
\]
due to \( \tau = O(h) \), where \( \Psi_{2,2} \) has been given in (5.8). Hence we only need to estimate the new term \( \tilde{T}_3 \), which has the decomposition \( \tilde{T}_3 = \tilde{T}_3(q) - \tilde{T}_3(u_h) \). Here
\[
\tilde{T}_3(q) = \tau [G^\tau_\ell q^\tau]^\top G^\tau_\ell (A^n[u^\tau_h]) + \tau [G^\tau_\ell q^\tau]^\top G^\tau_\ell (A^n[u^\tau_h]). \tag{A.10}
\]
Below we will estimate them separately.

The typical term in \( \tilde{T}_3(q) \) is \( \|[G_{\kappa}\eta]^\top A^{n,\ell}[u^{n,\ell}_h]\|_\infty \), where \( \kappa = 1, 2 \) and \( \ell = 0, 1, 2 \). Recall that all the elements in \( A^{n,\ell} \equiv A(f; u^{n,\ell}_h) \) are bounded uniformly. Using the Cauchy–Schwarz inequality and the inverse property (ii), it is easy to see that
\[
|\tau [G_{\kappa}\eta]^\top A^{n,\ell}[u^{n,\ell}_h]| \leq C \|G^\tau_\ell\| \|\eta^{n,\ell}\|_\infty \left[ \|\xi^{n,\ell}\|_\infty + \|\eta^{n,\ell}\|_\infty \right] \tau \leq C \left( \|\xi^{n,\ell}\|^2 + h^{2k+2} \right) \tau,
\]
due to \( \tau = O(h) \), where the projection properties (3.6a) and (3.6c) are used also. Hence we will have
\[
|\tilde{T}_3(\eta)| \leq C \left[ \sum_{\ell = 0, 1, 2} \|\xi^{n,\ell}\|^2 + h^{2k+2} \right] \tau \leq C\Psi_{2,2}^\tau \tau. \tag{A.11}
\]

In order to estimate sharply the term \( \tilde{T}_3(u_h) \), we have to dig out the complete information about \( G_2 \), and cope with the difficulties resulting from the changing of \( A^{n,\ell} \) at different time stages. Define \( B^{n,\ell} = A^{n,\ell} - A^n \). A simple manipulation yields that
\[
\tilde{T}_3(u_h) = -\tilde{T}_3^{(1)} + \tilde{T}_3^{(2)} + \tilde{T}_3^{(3)},
\]
where

\[ \tilde{T}_3^{(1)} = \tau [u_h^n]^{T} A^n [G_2^n u_h^n] + \tau [G_2^n u_h^n]^{T} A^n [u_h^n], \]  
\[ \tilde{T}_3^{(2)} = \tau [G_2^n u_h^n]^{T} A^{n-1} [u_h^{n-1}] + \tau [u_h^{n-1}]^{T} A^{n-1} [G_2^n u_h^n], \]  
\[ \tilde{T}_3^{(3)} = 2\tau [G_1^n u_h^n]^{T} B^{n,2} [u_h^{n,2}] - \tau [G_2^n u_h^n]^{T} B^{n,1} [u_h^{n,1}] - \tau [u_h^{n,1}]^{T} B^{n,1} [G_2^n u_h^n]. \]  

(A.12a)

(A.12b)

(A.12c)

The first two terms include every term in the same sup-index between the matrices at least once. Here we do not use the symmetric property of \( A^{n,\ell} \).

Since \( A^{n,\ell} = S^{n,\ell} - M^{n,\ell} \), an application of Young’s inequality yields

\[ |\tilde{T}_3^{(1)}| \leq \varepsilon [u_h^n]^{T} S^n [u_h^n] \tau + K \varepsilon^{-1} [G_2^n]^{T} S^n [G_2^n] \tau + C\Psi_{2,2}^{n} \tau \]

\[ \leq \varepsilon [u_h^n]^{T} S^n [u_h^n] \tau + K \varepsilon^{-1} \mu_{\text{max}} \tau h^{-1} [G_2^n]^{2} + C\Psi_{2,2}^{n} \tau. \]  

(A.13)

The above analysis is almost the same as that in Lemma 4.8. The second term \( \tilde{T}_3^{(2)} \) can be bounded similarly. It follows from assumption \( A2 \) and the continuity of the reference stage solutions that

\[ \| B^{n,\ell} \|_M \leq C_{\ast} \|(u_h^{n,\ell} - u_h^n)\|_M \leq C_{\ast} (\|e^{n,\ell}\|_\infty + \|e^n\|_\infty + \tau), \quad \ell = 1, 2. \]

Then the inverse property (ii) implies \( |\tilde{T}_3^{(3)}| \leq C\Psi_{2,2}^{n} \tau \).

Finally, collecting up the above conclusions completes the proof of this lemma. \( \square \)

### A.5. Proof of Lemma 5.5

The proof is almost the same as that for the error functional with respect to the single DG discretization (see Sect. 4). The key here is the estimate to the linear part, where the information about \( G_2^n \equiv G_2^n \xi^n \) will be found explicitly.

Along the same line as in Lemma 5.3, we fix the flow speed to be the same and rewrite the linear part in the equivalent form \( G_2^n L^n(Q^n v_h) = \Omega_1 - \Omega_2 + \Omega_3, \) where

\[ \Omega_1 = \mathcal{L}_{\text{main}}(f'_u(u^n); G_2^n, Q^n v_h), \]  
\[ \Omega_2 = \mathcal{L}_{\text{main}}(f'_u(u^n); G_2^n \eta^n, Q^n v_h), \]  
\[ \Omega_3 = 2\mathcal{L}_{\text{main}}(N^{n,2}; e^{n,2}, Q^n v_h) - \mathcal{L}_{\text{main}}(N^{n,1}; e^{n,1}, Q^n v_h). \]  

(A.14a)

(A.14b)

(A.14c)

Here \( N^{n,\ell} = f'_u(u^n) - f'_u(u^n) \) for \( \ell = 1, 2 \), as stated in Section A.3. There holds \( \|N^{n,\ell}\|_\infty = O(\tau) \).

Using Lemmas 4.1, it follows from Cauchy–Schwarz inequality and Young’s inequality, that

\[ |\tau \Omega_1| \leq K \varepsilon^{-1} \lambda_{\text{max}} \|G_2^n\|_n^2 + \varepsilon \|v_h\|_n^2 + C_{\ast} \|G_2^n\|_n^2 + \|v_h\|_n^2 \tau. \]  

(A.15)

Along the same line, we can get \( |\tau \Omega_2| \leq \varepsilon \|v_h\|_n^2 + C_{\ast} \|v_h\|_n^2 \tau + C \Psi_{2,2}^{n} \tau \). Furthermore, we can estimate \( \Omega_3 \) along the same line as that for Lemmas 4.1 and 4.3. Using the inverse properties (i) and (ii), together with approximation property (3.6a), we have \( |\tau \Omega_3| \leq C_{\ast} (\|v_h\|^2 + \|\xi^{n,1}\|^2 + \|\xi^{n,2}\|^2 + h^{2k+2}) \tau. \) Finally, the sum of the three inequalities above gives the result to the linear part. Namely,

\[ \tau G_2^n L^n(Q^n v_h) \leq \varepsilon \|v_h\|_n^2 + K \varepsilon^{-1} \lambda_{\text{max}} \|G_2^n\|_n^2 + C_{\ast} \|v_h\|_n^2 \tau + C \Psi_{2,2}^{n} \tau. \]  

(A.16)

The next three parts are easy to estimate. Lemma 4.5 gives the estimate to the nonlinear part in the form

\[ \tau G_2^n N^n(Q^n v_h) \leq C \|v_h\|_n^2 \tau + C \Psi_{2,2}^{n} \tau. \]  

(A.17)
In order to estimate the viscosity part, the focus of the local rotation matrix $Q$ will be moved from $u^n_h$ to $u^{n+1}_h$, and then be moved back. Using mainly Lemma 4.8, we have

$$
\tau G_2^n n^n(Q^n e^n_h) \leq \varepsilon \|v^n_h\|^2 + C\varepsilon^{-1} F_{\text{max}} \mu \tau h^{-1} \sum_{\ell=0,1,2} \tau \|v^{n,\ell}_h\| S^{n,\ell}_v [u^{n,\ell}_h] + \sum_{\ell=0,1,2} C \tau h^{-1} ||e^{n,\ell}_h||_{\infty} \left[ \sum_{\ell=0,1,2} ||\xi^{n,\ell}_h||^2 + \|v^n_h\|^2 + h^{2k+2} \right] \tau. \quad (A.18)
$$

Note that we have used a new parameter $\varepsilon$. It is easy to bound the time-marching part, in the form

$$
\tau G_2^n n^n(Q^n v^n_h) \leq \varepsilon \|v^n_h\|^2 \tau + C(h^{2k+2} + \tau^6) \tau. \quad (A.19)
$$

Here we have also lost a factor $\tau$, since $\tau < 1$ as we have assumed.

Finally, we collect up the above four estimates and complete the proof of this lemma, since $\lambda_{\text{max}} \leq 1$. $\square$
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