HIGHER ORDER CONTINUOUS GALERKIN–PETROV TIME STEPPING SCHEMES FOR TRANSIENT CONVECTION-DIFFUSION-REACTION EQUATIONS
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Abstract. We present the analysis for the higher order continuous Galerkin–Petrov (cGP) time discretization schemes in combination with the one-level local projection stabilization in space applied to time-dependent convection-diffusion-reaction problems. Optimal a priori error estimates will be proved. Numerical studies support the theoretical results. Furthermore, a numerical comparison between continuous Galerkin–Petrov and discontinuous Galerkin time discretization schemes will be given.
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1. Introduction

In recent years many numerical methods have been developed for the numerical solution of time-dependent convection-diffusion-reaction equations. Some of the most effective and popular algorithms for treating time-dependent problems can be defined thorough a process in which the spatial and temporal discretization are separated. A common approach is to first apply the Galerkin method in space to reduce the time-dependent partial differential equation into a system of ordinary differential equations. A suitable time discretization method is then applied to solve it. An alternative to this approach is a coupled space-time formulation which results in a system where all degrees inside the space-time cylinder are coupled. Hence, a \((d+1)\)-dimensional problems is discretized for a spatial domain with \(d\) dimensions. We will separate in this paper the discretizations in space and time.

The application of standard finite element methods to convection-dominated problems leads to spurious oscillations which spread over the whole spatial domain unless the discretization parameter is of the same order as the perturbation parameter.
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To overcome the instability while ensuring high accuracy, several stabilized techniques were proposed in the literature. One of the popular remedies is the streamline-upwind Petrov–Galerkin (SUPG) method which was introduced by Hughes and Brooks [15]. The SUPG method was originally proposed for steady state problems and has been extended to transient problem, see [8,22]. Standard energy arguments applied to the fully discrete problem yield error estimates under conditions which couple the choice of the stabilization parameters to the length of the time step. In particular, the SUPG stabilization vanishes in the time-continuous limit. This behavior is caused by the time derivative appearing in the stabilization terms of the SUPG method to guarantee the strong consistency. The appearing non-symmetric term is difficult to handle in the numerical analysis. Using a different analysis for the case of time independent coefficients on uniform grids, optimal error estimates with the standard choice of the stabilization parameter independent of the time step length have been proved and confirmed by numerical experiments, see [22].

Comparisons of the SUPG method with other stabilization techniques can be found in [11,26]. The stability of consistent stabilization methods for convection-diffusion and flow problems in the small time step limit has been investigated in [6,14].

A stabilization technique which became very popular during the last decade is the local projection stabilization (LPS) scheme [5,7,28]. Compared to the standard Galerkin approach the local projection method provides additional control on the fluctuations of the gradient or parts of its. Although the method is weakly consistent only, the consistency error can be bounded such that the optimal order of convergence is maintained. Originally proposed for the Stokes’s problem [4], the local projection method was extended successfully to transport problems [5], Oseen problems [7,28], and convection-diffusion-reaction problems [29]. In contrast to the SUPG method, neither time derivatives nor second order spatial derivatives have to be assembled for the stabilization term of LPS. Furthermore, no coupling conditions of stabilization parameters to the length of the time step arise.

The local projection stabilization can be applied in one-level or two-level versions. In the latter ones, the projection spaces are defined on coarser meshes but standard finite element spaces can be used for approximation and projection. The one-level LPS uses the same mesh for approximation and projection but the approximation space is enriched compared to standard finite element spaces. The two-level version of LPS introduces additional couplings between degrees of freedoms which do not belong to the same finite element cell. Hence, the stencil of the stiffness matrix increases. This does not occur for the one-level variant of the LPS. The additional degrees of freedom which appear due to the enrichment can be eliminated using static condensation. In this work, we will use the one-level version of LPS.

Using stabilization techniques in space leads to a dramatic decrease of the oscillations which appear now only close to boundary and interior layers. Moreover, the amplitudes are much smaller. To remove the remaining oscillations, techniques for shock or discontinuity capturing can be applied. Numerical and analytical results are given for instance in [18–20].

Accurate numerical solutions of time-dependent problems require higher order methods both in space and time. In this paper, we will apply higher order variational type time discretization schemes. In particular, we will use continuous Galerkin–Petrov (cGP) and discontinuous Galerkin (dG) time stepping schemes. The cGP methods are a class of finite element methods using discrete solution spaces in time which consist of continuous piece-wise polynomials of degree less than or equal to $k$ and test spaces which are built by discontinuous polynomials of degree up to order $k - 1$. In dG methods, both solution and test spaces are constructed by the discontinuous polynomials of degree less than or equal to $k$. Since the test functions in time are for both considered temporal discretizations allowed to be discontinuous at the discrete time points, the solution of cGP and dG schemes can be calculated by a time marching process.

The dG methods were first introduced by Reed and Hill [30] for neutron transport problems. The use of continuous and discontinuous finite element methods to discretize time-dependent problems has been analyzed for ordinary and partial differential equations by several authors. The time discretization by discontinuous Galerkin’s methods was introduced and analyzed in [12] for the numerical solution of ordinary differential equations and is combined with continuous finite element methods in space for parabolic problem in [13,33,34].
The combination of LPS methods in space and dG methods in time has been analyzed for transient convection-diffusion-reaction problems in [2]. The continuous Galerkin method in time for the heat equation has been studied by Aziz and Monk in [3]. They have proved optimal error estimates as well as super-convergence results at the endpoints of the discrete time intervals. Schieweck [32] has investigated the cGP method for linear ordinary differential equations in an abstract Hilbert-space setting and for nonlinear systems of ordinary differential equations in d space dimensions. He has proved A-stability and optimal error estimates of the associated cGP method. Moreover, it was shown that this discretization method has an energy decreasing property for the gradient flow equation of an energy functional. Numerical comparisons of dG and cGP methods as time discretization of heat equations and transient Stokes problems are presented in [16,17]. A family of finite element methods for the numerical solution of nonlinear systems of ordinary differential equations was recently given in [27]. Furthermore, it was shown there that the new methods can be interpreted as pure collocation and pure variational methods with special numerical integration. In [27], simple post-processing algorithms were presented which allow to increase the obtained accuracy in time by one order in time-integrated norms.

The goal of the present paper is to combine the local projection stabilization in space with continuous Galerkin−Petrov discretizations in time. We will give a stability result and error estimates for the fully discrete scheme. Furthermore, a numerical comparison of cGP and dG time discretization schemes combined with LPS in space will be given.

This paper is organized as follows: In Section 2, a weak formulation of the time-dependent convection-diffusion-reaction equation and some basic notation are given. The semi-discretization in space and the local projection stabilization method are introduced in Section 3. Section 4 presents the fully discrete problem with a continuous Galerkin−Petrov time discretization and its error analysis. Finally, numerical results which confirm the theoretical prediction will be given in Section 5. Furthermore, a comparison to discontinuous Galerkin time discretization schemes will be presented.

2. Model problem

Let Ω be a polygonal or polyhedral domain in \( \mathbb{R}^d \), \( d = 2, 3 \), with Lipschitz boundary \( \partial \Omega \). We consider the following time-dependent convection-diffusion-reaction equation:

Find \( u : \Omega \times [0, T] \rightarrow \mathbb{R} \) such that

\[
\begin{aligned}
&u' - \varepsilon \Delta u + b \cdot \nabla u + \sigma u = f & \quad & \text{in } \Omega \times (0, T), \\
&u = 0 & \quad & \text{on } \partial \Omega \times (0, T), \\
&u(\cdot, 0) = u_0 & \quad & \text{in } \Omega
\end{aligned}
\]

(2.1)

with a small positive constant \( 0 < \varepsilon \ll 1 \), \( b(x) \), and \( \sigma(x) \) are given function, \( u_0 \) the initial data, and \( T > 0 \) a given final time. We assume that \( b \) and \( \sigma \) are time-independent whereas \( f \) may depend on time \( t \). Furthermore, let the data \( b, \sigma, u_0, \) and \( f \) be sufficiently smooth in \( \Omega \) and \( \Omega \times (0, T) \), respectively. We assume in the following that there exists a positive constant \( \sigma_0 \) such that

\[
\sigma(x) - \frac{1}{2} \text{div } b(x) \geq \sigma_0 > 0 \quad \text{in } \Omega.
\]

(2.2)

Note that the assumption (2.2) is no restriction for time-dependent convection-diffusion-reaction problems of type (2.1). Indeed, if condition (2.2) is not fulfilled we consider the problem

Find \( v : \Omega \times [0, T] \rightarrow \mathbb{R} \) such that

\[
\begin{aligned}
&v' - \varepsilon \Delta v + b \cdot \nabla v + (\sigma + M)v = e^{-Mt} f & \quad & \text{in } \Omega \times (0, T), \\
&v = 0 & \quad & \text{on } \partial \Omega \times (0, T), \\
&v(\cdot, 0) = u_0 & \quad & \text{in } \Omega
\end{aligned}
\]

Find \( v : \Omega \times [0, T] \rightarrow \mathbb{R} \) such that

\[
\begin{aligned}
&v' - \varepsilon \Delta v + b \cdot \nabla v + (\sigma + M)v = e^{-Mt} f & \quad & \text{in } \Omega \times (0, T), \\
&v = 0 & \quad & \text{on } \partial \Omega \times (0, T), \\
&v(\cdot, 0) = u_0 & \quad & \text{in } \Omega
\end{aligned}
\]
for the function \( v \) defined by \( v(x,t) := e^{-Mt}u(x,t) \).

If \( M \) is chosen sufficiently large then condition (2.2) is fulfilled for the modified problem for \( v \).

Throughout this paper, standard notation and conventions will be used. For a measurable set \( G \subset \mathbb{R}^d \), the inner product in \( L^2(G) \) and \( L^2(G)^d \) will be denoted by \( (\cdot, \cdot)_G \). The norm and semi-norm in \( W^{m,p}(G) \) are given by \( \| \cdot \|_{m,p,G} \) and \( | \cdot |_{m,p,G} \), respectively. In the case \( p = 2 \), we write \( H^m(G) \), \( \| \cdot \|_{m,G} \), and \( | \cdot |_{m,G} \) instead of \( W^{m,2}(G) \), \( \| \cdot \|_{m,2,G} \), and \( | \cdot |_{m,2,G} \). If \( G = \Omega \), the index \( G \) in inner products, norms, and semi-norms will be omitted. The subspace of functions from \( H^1(\Omega) \) having zero boundary trace is denoted by \( H^1_0(\Omega) \).

We will write shortly \( \alpha \sim \beta \) if there exist positive constants \( C_1 \) and \( C_2 \) such that \( \alpha \leq C_1 \beta \) and \( \beta \leq C_2 \alpha \) hold true.

We consider also some Bochner spaces. Let \( W \) be a Banach space with norm \( \| \cdot \|_W \) and \( I := [0,T] \). We define

\[
\begin{align*}
C(I;W) & := \{ v : I \to W, \; v \text{ continuous} \}, \\
L^2(I;W) & := \left\{ v : I \to W, \; \int_0^T \| v(t) \|_W^2 \, dt < \infty \right\}, \\
H^m(I;W) & := \left\{ v \in L^2(I;W) : \frac{\partial^j v}{\partial t^j} \in L^2(I;W), \; 1 \leq j \leq m \right\},
\end{align*}
\]

where the derivatives \( \frac{\partial^j v}{\partial t^j}, j = 1, \ldots, m \), are understood in the sense of distributions on \( I \). We use in the following the short notation \( Y(W) := Y(I;W) \). The norms in the above defined spaces are given by

\[
\|
\begin{align*}
\|v\|_{C(W)} & := \sup_{t \in I} \|v(t)\|_W, \\
\|v\|_{L^2(W)} & := \left( \int_0^T \|v(t)\|_W^2 \, dt \right)^{1/2}, \\
\|v\|_{H^m(W)} & := \left( \sum_{j=0}^m \left\| \frac{\partial^j v}{\partial t^j} \right\|_{L^2(W)}^2 \right)^{1/2}.
\end{align*}
\]

Let us introduce the space \( V := H^1_0(\Omega) \), its dual space \( V' := H^{-1}(\Omega) \), and \( (\cdot, \cdot) \) for the duality product between these two spaces.

Let \( u_0 \in H^1_0(\Omega) \) and \( f \in L^2(V') \). A function \( u \) is a weak solution of problem (2.1), if

\[
u \in X := \{ u \in L^2(V) : u' \in L^2(V') \} (2.3)\]

with

\[
\langle u'(t), v \rangle + a(u(t), v) = f(t, v) \quad \forall v \in V (2.4)
\]

for almost all \( t \in I \) and

\[
u(0) = u_0, (2.5)
\]

where the bilinear form \( a \) is given by

\[
a(u, v) := \varepsilon(\nabla u, \nabla v) + (b \cdot \nabla u, v) + (\sigma u, v).
\]

Note that the definition of \( X \) in (2.3) implies the continuity of \( u \) as a mapping \( I \to L^2(\Omega) \) such that the initial condition (2.5) is well-defined.

Integrating (2.4) over \([0,T]\), we obtain the problem:

Find \( u \in X \) with \( u(0) = u_0 \) and

\[
\int_0^T \langle u'(t), v(t) \rangle + a(u(t), v(t)) \, dt = \int_0^T \langle f(t), v(t) \rangle \, dt \quad \forall v \in L^2(V). (2.6)
\]
In the following, we shall denote by $\varphi'$, $\varphi''$, and $\varphi^{(k)}$ the first, second, and $k$th order time derivative of a function $\varphi$ which is sufficiently smooth in time.

For finite element discretizations of (2.6), let $\{T_h\}$ denote a family of shape regular triangulations of $\Omega$ into open $d$-simplices, quadrilaterals, or hexahedra $K$ such that

$$T_h = \bigcup_{K \in T_h} K.$$  

The diameter of $K \in T_h$ will be denoted by $h_K$ and the mesh size $h$ is defined by $h := \max_{K \in T_h} h_K$. Let $V_h$ be a finite element space defined on $T_h$ such that the inverse inequality

$$\|\nabla v_h\|_{0,K} \leq c_{\text{inv}} h_K^{-1} \|v_h\|_{1,K}$$

holds for all $K \in T_h$ and all $v_h \in V_h$ where the constant $c_{\text{inv}}$ is independent of $K$ and $h$. We set $X_h := H^1(V_h)$. Let $u_{0,h} \in V_h$ denote a suitable approximation of the initial condition $u_0$. Later on, $u_{0,h}$ will be specified.

The standard Galerkin’s method applied to problem (2.6) consists in

Find $u_h \in X_h$ such that $u_h(0) = u_{0,h}$ and

$$\int_0^T (u_h'(t), v_h(t)) + a(u_h(t), v_h(t)) \, dt = \int_0^T (f(t), v_h(t)) \, dt \quad \forall v_h \in L^2(V_h). \quad (2.7)$$

In the convection-dominant case $\varepsilon \ll 1$, it is well-known that the standard Galerkin’s method (2.7) applied to problem (2.1) is unstable and leads to solutions which are globally polluted by spurious oscillations unless the discretization parameter $h$ is of the same order as the perturbation parameter $\varepsilon$.

3. Spatial stabilization by the LPS method

We concentrate on the one-level local projection stabilization method in which approximation space and projection space are defined on the same mesh. Let $D(K), K \in T_h$, be finite dimensional spaces and $\pi_K : L^2(K) \to D(K)$ the local $L^2$-projection into $D(K)$. The local fluctuation operator $\kappa_K : L^2(K) \to L^2(K)$ is given by $\kappa_K v := v - \pi_K v$. The stabilization term $S_h$ is defined by

$$S_h(u_h, v_h) := \sum_{K \in T_h} \mu_K \left( \kappa_K \nabla u_h, \kappa_K \nabla v_h \right)_K$$

where $\mu_K, K \in T_h$, are user chosen non-negative constants. The fluctuation operator is applied component-wise to vector-valued functions. The used local projection stabilization gives, compared to the standard Galerkin’s methods, additional control on the fluctuation of the gradient. Note that one can replace the gradient $\nabla w_h$ by the derivative in streamline direction $b \cdot \nabla w_h$ or (even better [24, 25]) by $b_K \cdot \nabla w_h$ where $b_K$ is a piece-wise constant approximation of $b$.

Stability and convergence properties of local projection methods are based on the following assumptions with respect to the approximation space $V_h$ and the local projection spaces $D(K), K \in T_h$, see [28, 31].

**Assumption 1.** There is an interpolation operator $j_h : H^2(\Omega) \to V_h$ such that for all $K \in T_h$ the standard error estimate

$$\|v - j_h v\|_{0,K} + h_K \|v - j_h v\|_{1,K} \leq Ch_K^l \|v\|_{l,K} \quad \forall v \in H^l(K), \; 2 \leq l \leq r + 1, \quad (3.1)$$

and the additional orthogonality condition

$$(v - j_h v, q_h)_K = 0 \quad \forall v \in H^2(\Omega), \; \forall q_h \in D(K) \quad (3.2)$$

hold true.
Assumption 2. The fluctuation operators $\kappa_K$, $K \in T_h$, satisfy the following approximation property

$$\|\kappa_K q\|_{0,K} \leq C h^l_K \|q\|_{l,K} \quad \forall q \in H^l(K), \; 0 \leq l \leq r. \quad (3.3)$$

In order to concentrate on the main aspects of temporal discretizations, we will assume in the following

$$f \in L^2(L^2), \quad u_0 \in H^2(\Omega),$$

and the discrete initial condition $u_{0,h} = j_h u_0$ is well-defined. In the case $u_0 \in H^1(\Omega)$ only, one could use an interpolation operator $j_h : H^1(\Omega) \to V_h$ with the orthogonality condition (3.2) and the error estimate

$$\|v - j_h v\|_{0,K} + h_K |v - j_h v|_{1,K} \leq Ch^l_K \|v\|_{l,\omega(K)} \quad \forall v \in H^l(K), \; 2 \leq l \leq r + 1,$$

with a suitable neighborhood $\omega(K)$ of $K \in T_h$, see [28]. The upcoming analysis would more technical and is skipped for this reason.

The stabilized semi-discrete problem for $u_h$ reads:

Find $u_h \in X_h$ such that $u_h(0) = j_h u_0$ and

$$\int_0^T (u_h(t), v_h(t)) + a_h(u_h(t), v_h(t)) \, dt = \int_0^T (f(t), v_h(t)) \, dt \quad \forall v_h \in L^2(V_h) \quad (3.4)$$

where the stabilized bilinear form $a_h$ is given by

$$a_h(u_h, v_h) := a(u_h, v_h) + S_h(u_h, v_h).$$

Thanks to (2.2) we have

$$a_h(v_h, v_h) \geq \|v_h\|^2 \quad \forall v_h \in V_h, \quad (3.5)$$

i.e., the bilinear form $a_h$ is coercive with respect to the mesh-dependent norm

$$\|v\| := \left\{ \varepsilon |v|_1^2 + \sigma_0 \|v\|_0^2 + S_h(v, v) \right\}^{1/2}. \quad (3.6)$$

4. Time discretization

We discretize in this section problem (3.4) in time by using continuous Galerkin–Petrov’s methods and discontinuous Galerkin’s methods. To this end, we consider a partition $0 = t_0 < t_1 < \ldots < t_N = T$ of the time interval $I$ and set $I_n := (t_{n-1}, t_n]$, $\tau_n := t_n - t_{n-1}$, $n = 1, \ldots, N$, and $\tau := \max_{1 \leq n \leq N} \tau_n$. For a given non-negative integer $k$, we define the spaces

$$X^k := \left\{ u \in C(I, V) : u|_{I_n} \in \mathbb{P}_k(I_n, V), \; n = 1, \ldots, N \right\},$$

$$Y^k := \left\{ v \in L^2(I, V) : v|_{I_n} \in \mathbb{P}_k(I_n, V), \; n = 1, \ldots, N \right\}$$

with values in $V$ and the fully discrete spaces

$$X^k_h := \left\{ u \in C(I, V_h) : u|_{I_n} \in \mathbb{P}_k(I_n, V_h), \; n = 1, \ldots, N \right\},$$

$$Y^k_h := \left\{ v \in L^2(I, V_h) : v|_{I_n} \in \mathbb{P}_k(I_n, V_h), \; n = 1, \ldots, N \right\}$$
with values in $V_h$ where

$$
P_k(I_n, V) := \left\{ u : I_n \to V : u(t) = \sum_{j=0}^{k} U^j t^j, \ U^j \in V, \ j = 0, \ldots, k \right\},
$$

$$
P_k(I_n, V_h) := \left\{ u_h : I_n \to V_h : u_h(t) = \sum_{j=0}^{k} U^j_h t^j, \ U^j_h \in V_h, \ j = 0, \ldots, k \right\}
$$

denote the spaces of $V$-valued and $V_h$-valued polynomials of order up to $k$ in time, respectively. The functions in the spaces $Y^k$ and $Y^k_h$ are allowed to be discontinuous at the nodes $t_n, n = 1, \ldots, N-1$. We define for functions $v \in Y^k + Y^k_h$ by

$$
v_n^- := \lim_{t \to t_n-0} v(t), \quad v_n^+ := \lim_{t \to t_n+0} v(t), \quad [v]_n := v_n^+ - v_n^-,
$$

the left-sided value $v_n^-$, right-sided value $v_n^+$, and the jump $[v]_n$ at $t_n$.

### 4.1. The continuous Galerkin–Petrov (cGP) method

We describe in this section the combination of the continuous Galerkin–Petrov (cGP) time discretization scheme with the LPS finite element method in space to get a fully discrete version of (3.4).

Now, let us introduce the bilinear forms $B, B_h$ and the linear form $l$ as

$$
B(u, v) := \int_0^T \left\{ (u'(t), v(t)) + a(u(t), v(t)) \right\} \, dt, \quad (4.2)
$$

$$
B_h(u, v) := \int_0^T \left\{ (u'(t), v(t)) + a_h(u(t), v(t)) \right\} \, dt, \quad (4.3)
$$

$$
l(v) := \int_0^T (f(t), v(t)) \, dt. \quad (4.4)
$$

Then, the continuous and fully discrete problems read:

Find $u \in X$ such that $u(0) = u_0$ and

$$
B(u, v) = l(v) \quad \forall v \in L^2(V). \quad (4.5)
$$

Find $u_{h, \tau} \in X^k_h$ such that $u_{h, \tau}(0) = j_h u_0$ and

$$
B_h(u_{h, \tau}, v_{h, \tau}) = l(v_{h, \tau}) \quad \forall v_{h, \tau} \in Y^{k-1}_h. \quad (4.6)
$$

Since the test functions are allowed to be discontinuous at the discrete time points $t_n, n = 1, \ldots, N-1$, we can choose test functions $v_{h, \tau} = v_h \varphi(t)$ with a time independent $v_h \in V_h$ and a scalar function $\varphi : I \to \mathbb{R}$ which is zero on $I \setminus I_n$ and a polynomial of degree less than or equal to $k-1$ on $I_n$. Then, the solution of the cGP($k$) method can be determined by successively solving one local problem on each time interval $I_n$.

Let us denote by $\pi_{k-1} : L^2(L^2) \to Y^{k-1}_h$ the $L^2$-projection into the space of $V_h$-valued functions which are allowed to be discontinuous at the discrete time points. Hence, we have

$$
\pi_{k-1} w \in Y^{k-1}_h, \quad \int_{I_n} (w(t) - \pi_{k-1} w(t)) \, t^j \, dt = 0, \quad j = 0, \ldots, k-1. \quad (4.7)
$$

We consider the mesh-dependent norm

$$
\|v\|_{cGP} = \left( \int_0^T \|\pi_{k-1} v(t)\|^2 \, dt + \frac{1}{2} \|v(T)\|^2_0 \right)^{1/2}.
$$
Note that \( \| \cdot \|_{c_{GP}} \) is on \( X_h^k \subset Y_h^k \) not only a semi-norm but a norm. Indeed, the first term inside the definition of \( \| \cdot \|_{c_{GP}} \) guarantees that \( \| v \|_{c_{GP}} = 0 \) results in a function \( v \) which is on each time interval \( I_n \) given by \( L_k^{(n)}(t) \varphi(x) \) where \( L_k^{(n)} \) is the transformed \( k \)th Legendre polynomial on \( I_n \) and \( \varphi \in V_h \). Due to \( v(T) = 0 \) and \( L_k^{(N)}(T) = 1 \), the function \( v \) vanishes on the last time interval \( I_N \). The continuity of \( v \) on \( I \) gives then \( v(t_{N-1}) = 0 \). By recursion we obtain that \( v \equiv 0 \) on \( I \). Hence, \( \| \cdot \|_{c_{GP}} \) is a norm on \( X_h^k \).

We will show in the following lemma a property of the bilinear form \( B_h \) which will be used in the next theorem to prove existence, uniqueness, and stability of fully discrete problem (4.6).

**Lemma 4.1.** The condition

\[
\| v_{h,\tau} \|_{c_{GP}}^2 \leq B_h \left( v_{h,\tau}, \pi_{k-1} v_{h,\tau} \right) + \frac{1}{2} \| v_{h,\tau}(0) \|_0^2 \tag{4.8}
\]

holds true for all \( v_{h,\tau} \in X_h^k \).

**Proof.** Using the definition (4.3) of \( B_h \), we obtain

\[
B_h \left( v_{h,\tau}, \pi_{k-1} v_{h,\tau} \right) = \int_0^T \left( v'_{h,\tau}, \pi_{k-1} v_{h,\tau} \right) + a_h \left( v_{h,\tau}, \pi_{k-1} v_{h,\tau} \right) dt. \tag{4.9}
\]

We get

\[
\int_0^T \left( v'_{h,\tau}, \pi_{k-1} v_{h,\tau} \right) dt = \int_0^T \left( v'_{h,\tau}, v_{h,\tau} \right) dt = \frac{1}{2} \int_0^T \frac{dT}{dt} \| v_{h,\tau} \|_0^2 dt = \frac{1}{2} \| v_{h,\tau}(T) \|_0^2 - \frac{1}{2} \| v_{h,\tau}(0) \|_0^2
\]

for the first term on the right-hand side of (4.9) where the projection property (4.7) and \( v'_{h,\tau} \in Y_{h}^{k-1} \) were applied. The second term in (4.9) uses the fact that convection and reaction are independent of time. Since \( v_{h,\tau} \in X_h^k \) and \( \pi_{k-1} v_{h,\tau} \in Y_{h}^{k-1} \), the definition (4.7) of \( \pi_{k-1} \) and the coercivity (3.5) of the bilinear form \( a_h \) give

\[
\int_0^T a_h \left( v_{h,\tau}, \pi_{k-1} v_{h,\tau} \right) dt = \int_0^T a_h \left( \pi_{k-1} v_{h,\tau}, \pi_{k-1} v_{h,\tau} \right) dt \geq \int_0^T \| \pi_{k-1} v_{h,\tau} \|^2 dt.
\]

Putting all these estimates into (4.9), we get

\[
B_h \left( v_{h,\tau}, \pi_{k-1} v_{h,\tau} \right) \geq \int_0^T \| \pi_{k-1} v_{h,\tau} \|^2 dt + \frac{1}{2} \| v_{h,\tau}(T) \|_0^2 - \frac{1}{2} \| v_{h,\tau}(0) \|_0^2 = \| v_{h,\tau} \|_{c_{GP}}^2 + \frac{1}{2} \| v_{h,\tau}(0) \|_0^2. \tag{4.10}
\]

Hence, the statement of this lemma follows. \( \square \)

The next theorem states the stability of the fully discrete method (4.6).

**Theorem 4.2.** The solution \( u_{h,\tau} \) of the fully discrete problem (4.6) is uniquely determined and satisfies the stability estimate

\[
\| u_{h,\tau} \|_{c_{GP}} \leq \frac{1}{\sqrt{\sigma_0}} \left( \int_0^T \| f \|_0^2 dt \right)^{1/2} + \| j_h u_0 \|_0 \tag{4.11}
\]

with the constant \( \sigma_0 \) from (2.2).
Proof. Due to Lemma 4.1, we have
\[
\|u_{h,\tau}\|_{cGP}^2 \leq B_h(u_{h,\tau}, \pi_{k-1}u_{h,\tau}) + \frac{1}{2}\|u_{0,h}\|_0^2 = \int_0^T (f, \pi_{k-1}u_{h,\tau}) \, dt + \frac{1}{2}\|u_{0,h}\|_0^2
\]
\[
\leq \int_0^T \|f\|_0\|\pi_{k-1}u_{h,\tau}\|_0 \, dt + \frac{1}{2}\|u_{0,h}\|_0^2
\]
\[
\leq \frac{1}{\sqrt{\sigma_0}} \int_0^T \|f\|_0\sqrt{\sigma_0}\|\pi_{k-1}u_{h,\tau}\|_0 \, dt + \frac{1}{2}\|u_{0,h}\|_0^2
\]
\[
\leq \frac{1}{2\sigma_0} \int_0^T \|f\|_0^2 \, dt + \frac{1}{2}\|u_{h,\tau}\|_{cGP}^2 + \frac{1}{2}\|u_{0,h}\|_0^2
\]
and the statement of this Lemma follows since \(u_{h,\tau}(0) = j_hu(0)\). \(\Box\)

We define for the sufficiently smooth solution \(u\) of (4.5) its time interpolant \(\tilde{u} \in X^k\) on the interval \(I_n\) by
\[
\tilde{u}(t_{n-1}) = u(t_{n-1}), \quad \tilde{u}(t_n) = u(t_n), \quad \int_{I_n} (u(t) - \tilde{u}(t), w(t)) \, dt = 0 \quad \forall w \in P_{k-2}(I_n, V). \tag{4.12}
\]
Hence, the standard interpolation error estimates
\[
\int_{I_n} |u(t) - \tilde{u}(t)|_m \, dt \leq C t_n^{k+1} \int_{I_n} |u^{(k+1)}(t)|_m \, dt, \tag{4.13}
\]
\[
\int_{I_n} |(u - \tilde{u})'(t)|_m \, dt \leq C t_n^k \int_{I_n} |u^{(k+1)}(t)|_m \, dt \tag{4.14}
\]
hold true for \(m \in \{0, 1\}\) and all time intervals \(I_n, n = 1, \ldots, N\).

Theorem 4.3. Assume \(\mu_K \sim h_K\) for all \(K \in T_h\). Suppose A1 and A2. Let \(u_{h,\tau}\) and \(u\) be the solutions of the fully discrete problem (4.6) and the continuous problem (4.5), respectively. Moreover, let \(u \in H^1(H^{r+1}) \cap H^{k+1}(H^1)\). Then, there exists a positive constant \(C\) independent of \(h, \tau,\) and \(\varepsilon\), such that the error estimate
\[
\|u_{h,\tau} - u\|_{cGP} \leq C \left[\tau^{k+1}\|u\|_{H^{k+1}(H^1)} + (\varepsilon^{1/2} + h^{1/2})h^{r}\|u\|_{H^1(H^{r+1})}\right] \tag{4.15}
\]
holds true.

Proof. The error analysis starts by decomposing the error \(e := u_{h,\tau} - u\) into the interpolation error \(\eta := j_h\tilde{u} - u\) and the difference \(\xi := u_{h,\tau} - j_h\tilde{u}\) between discrete solution and the interpolant of \(u\). Hence, we have
\[
u_{h,\tau} - u = e = \xi + \eta.
\]
Lemma 4.1 for the discrete error function \(\xi\) provides
\[
\|\xi\|_{cGP}^2 \leq B_h(\xi, u_{h,\tau}) + \frac{1}{2}\|\xi(0)\|_0^2 = B_h(\xi, \pi_{k-1}\xi) \tag{4.16}
\]
since \(\xi(0) = u_{h,\tau}(0) - j_h\tilde{u}(0) = 0\) due to the choice of the discrete initial condition and the properties (4.12) of the interpolation in time.
In the following, we will bound the right-hand side of (4.16). We obtain from (4.5) and (4.6) the error equation

\[ B_h(\xi, \pi_{k-1}\xi) = \int_0^T (f, \pi_{k-1}\xi) \, dt - \int_0^T (j_h \tilde{u}^t, \pi_{k-1}\xi) \, dt - \int_0^T a_h(j_h \tilde{u}, \pi_{k-1}\xi) \, dt \]

\[ = \int_0^T (u', \pi_{k-1}\xi) \, dt + \int_0^T a(u, \pi_{k-1}\xi) \, dt - \int_0^T (j_h \tilde{u}', \pi_{k-1}\xi) \, dt - \int_0^T a_h(j_h \tilde{u}, \pi_{k-1}\xi) \, dt \]

\[ = -\int_0^T (\eta', \pi_{k-1}\xi) \, dt - \int_0^T a(\eta, \pi_{k-1}\xi) \, dt - \int_0^T S_h(\eta, \pi_{k-1}\xi) \, dt - \int_0^T S_h(u, \pi_{k-1}\xi) \, dt. \] (4.17)

The arising terms on the right-hand side of (4.17) will be bounded by terms depending on the solution \( u \) of the continuous problem (4.5). Using the error splitting and an integration by parts with respect to time, we get

\[ -\int_0^T (\eta', \pi_{k-1}\xi) \, dt = \int_0^T ((u - \tilde{u})', \pi_{k-1}\xi) \, dt + \int_0^T ((\tilde{u} - j_h \tilde{u})', \pi_{k-1}\xi) \, dt \]

\[ = \sum_{n=1}^N \left( -\int_{I_n} (u - \tilde{u}, (\pi_{k-1}\xi)') \, dt + (u - \tilde{u}, \pi_{k-1}\xi) \bigg|_{t_{n-1}}^{t_n} \right) + \int_0^T ((\tilde{u} - j_h \tilde{u})', \pi_{k-1}\xi) \, dt \]

\[ = \int_0^T (\tilde{u}' - j_h \tilde{u}', \pi_{k-1}\xi) \, dt. \]

Here, we have used the properties (4.12) of interpolation in time and the fact that time derivative and interpolation in space commute. Hence, using the Cauchy–Schwarz’s inequality, the interpolation properties of \( j_h \), and the stability property of the interpolation in time, we obtain

\[ \left| -\int_0^T (\eta', \pi_{k-1}\xi) \, dt \right| \leq \sum_{n=1}^N \int_{I_n} \|\tilde{u}' - j_h \tilde{u}'\|_0 \|\pi_{k-1}\xi\|_0 \, dt \leq C h^{r+1} \sum_{n=1}^N \int_{I_n} \|\tilde{u}'\|_{r+1} \|\pi_{k-1}\xi\|_0 \, dt \]

\[ \leq C h^{r+1} \left( \sum_{n=1}^N \int_{I_n} \|\tilde{u}'\|_{r+1}^2 \, dt \right)^{1/2} \left( \sum_{n=1}^N \int_{I_n} \sigma_0 \|\pi_{k-1}\xi\|_0^2 \, dt \right)^{1/2} \]

\[ \leq C h^{r+1}\|u\|_{H^1(H^{r+1})}\|\xi\|_{\text{cGP}}. \]

To get an estimate for the second term on the right-hand side of (4.17), we exploit the definition of the bilinear form \( a \). Using the Cauchy–Schwarz’s inequality, the error splitting, and the approximation properties (3.1) and (4.13), we get

\[ \left| \int_0^T \left\{ \varepsilon (\nabla \eta, \nabla \pi_{k-1}\xi) + (\sigma \eta, \pi_{k-1}\xi) \right\} \, dt \right| \]

\[ \leq C \sum_{n=1}^N \int_{I_n} (\varepsilon |u - j_h \tilde{u}|_1^2 + |u - j_h \tilde{u}|_0^2)^{1/2} \|\pi_{k-1}\xi\| \, dt \]

\[ \leq C \sum_{n=1}^N \int_{I_n} (\varepsilon |u - \tilde{u}|_1^2 + \varepsilon |\tilde{u} - j_h \tilde{u}|_1^2 + |u - \tilde{u}|_0^2 + |\tilde{u} - j_h \tilde{u}|_0^2)^{1/2} \|\pi_{k-1}\xi\| \, dt \]

\[ \leq C \sum_{n=1}^N \int_{I_n} (\varepsilon + h^2)h^2 \|\tilde{u}\|_{r+1}^2 + (\varepsilon + 1) r_n^{2(k+1)} \bigg( |u|_0^{(k+1)} + |u|_1^{(k+1)} \bigg)^{1/2} \|\pi_{k-1}\xi\| \, dt \]

\[ \leq C \left( (\varepsilon^{1/2} + h)h^r \|u\|_{1^2(H^{r+1})} + (\varepsilon^{1/2} + 1) r_n^{k+1} \|u\|_{H^{k+1}(H^1)} \right) \|\xi\|_{\text{cGP}}. \]
In order to estimate the convection term in the bilinear form $a$, we proceed as follows. Using the error splitting, we get

$$
\int_0^T (b \cdot \nabla \eta, \pi_{k-1} \xi) \, dt = - \int_0^T (b \cdot \nabla (u - \tilde{u}), \pi_{k-1} \xi) \, dt - \int_0^T (b \cdot \nabla (\tilde{u} - jh \tilde{u}), \pi_{k-1} \xi) \, dt.
$$

(4.18)

The interpolation error estimate (4.13) gives for the first term in (4.18)

$$
- \int_0^T (b \cdot \nabla (u - \tilde{u}), \pi_{k-1} \xi) \, dt \leq \|b\|_{0, \infty} \sqrt{\sigma_0} \sum_{n=1}^N \int_{I_n} \|\nabla(u - \tilde{u})\|_0 \sqrt{\sigma_0} \|\pi_{k-1} \xi\|_0 \, dt
$$

$$
\leq C \left( \sum_{n=1}^N \int_{I_n} |u^{(k+1)}|^2 dt \right)^{1/2} \left( \sum_{n=1}^N \int_{I_n} \|\pi_{k-1} \xi\|^2 dt \right)^{1/2}
$$

$$
\leq C \tau^{k+1} \|u\|_{H^{k+1}(H^1)} \|\xi\|_{cGP}.
$$

Integrating the second term in (4.18) by parts in space gives

$$
- \int_0^T (b \cdot \nabla (\tilde{u} - jh \tilde{u}), \pi_{k-1} \xi) \, dt \leq \int_0^T (\tilde{u} - jh \tilde{u}, b \cdot \nabla \pi_{k-1} \xi) \, dt + \int_0^T (\pi_{k-1} \xi) \, dt.
$$

(4.19)

The first term in (4.19) is estimated by using the orthogonality condition (3.2) as follows

$$
\left| \int_0^T (\tilde{u} - jh \tilde{u}, b \cdot \nabla \pi_{k-1} \xi) \, dt \right| = \left| \int_0^T \sum_{K \in T_h} (\tilde{u} - jh \tilde{u}, \kappa_K (b \cdot \nabla \pi_{k-1} \xi))_K \right|
$$

$$
\leq \int_0^T \sum_{K \in T_h} \|\tilde{u} - jh \tilde{u}\|_{0, K} \|\kappa_K (b \cdot \nabla \pi_{k-1} \xi)\|_{0, K} \, dt.
$$

One can obtain for $b|_K \in (W^{1, \infty}(K))^d$ the estimate

$$
\|\kappa_K (b \cdot \nabla \pi_{k-1} \xi)\|_{0, K} \leq C \|b\|_{1, \infty, K} \|\pi_{k-1} \xi\|_{0, K} + \|b\|_{0, \infty, K} \|\kappa_K (\nabla \pi_{k-1} \xi)\|_{0, K},
$$

see ([28], Cor. 2.14). Using this estimate, the approximation property (3.1), $\mu_K \sim h_K$, and the stability property of the interpolation in time, we get

$$
\left| \int_0^T (\tilde{u} - jh \tilde{u}, b \cdot \nabla \pi_{k-1} \xi) \, dt \right| \leq C \int_0^T \sum_{K \in T_h} h^{r+1}_K \|\tilde{u}\|_{r+1, K} \left( \|\pi_{k-1} \xi\|_{0, K} + \|\kappa_K (\nabla \pi_{k-1} \xi)\|_{0, K} \right) \, dt
$$

$$
\leq C \left( \int_0^T \sum_{K \in T_h} h^{r+2}_K \|\tilde{u}\|^2_{r+1, K} \, dt \right)^{1/2} \left( \int_0^T \sigma_0 \|\pi_{k-1} \xi\|^2_0 \, dt \right)^{1/2}
$$

$$
+ C \left( \int_0^T \sum_{K \in T_h} \mu_{K}^{-1} h^{r+2}_K \|\tilde{u}\|^2_{r+1, K} \, dt \right)^{1/2} \left( \int_0^T \sum_{K \in T_h} \mu_K \|\kappa_K (\nabla \pi_{k-1} \xi)\|^2_{0, K} \, dt \right)^{1/2}
$$

$$
\leq Ch^{r+1/2} \|\tilde{u}\|_{L^2(H^{r+1})} \|\xi\|_{cGP}.
$$
Using the Cauchy–Schwarz’s inequality and the properties of the spatial interpolation, we obtain for the second term on the right-hand side of (4.19)

$$\left| \int_0^T ((\pi_{k-1}\xi) \text{div} \mathbf{b}, \tilde{u} - j_h \tilde{u}) \, dt \right| \leq C \int_0^T \sum_{K \in \mathcal{T}_h} \| \tilde{u} - j_h \tilde{u} \|_0 \sigma_0^{1/2} \| \pi_{k-1}\xi \|_0 \, dt$$

$$\leq C h^{r+1} \| u \|_{L^2(\mathcal{H}^{r+1})} \| \xi \|_{c\text{GP}}.$$

Inserting these estimates into (4.18), we get

$$\left| \int_0^T (\mathbf{b} \cdot \nabla \eta, \pi_{k-1}\xi) \, dt \right| \leq C \left[ h^{r+1/2} \| u \|_{L^2(\mathcal{H}^{r+1})} + \tau^{k+1} \| u \|_{\mathcal{H}^{k+1}(\mathcal{H}^1)} \right] \| \xi \|_{c\text{GP}}.$$

Hence, we have for the second term on the right-hand side of (4.17) the following estimate

$$\left| \int_0^T a(\eta, \pi_{k-1}\xi) \, dt \right| \leq C \left[ (\varepsilon^{1/2} + h^{1/2}) h^r \| u \|_{L^2(\mathcal{H}^{r+1})} + \tau^{k+1} \| u \|_{\mathcal{H}^{k+1}(\mathcal{H}^1)} \right]. \quad (4.20)$$

We rewrite the third term in (4.17) by using the error splitting as

$$- \int_0^T S_h(\eta, \pi_{k-1}\xi) \, dt = \int_0^T S_h(u - \tilde{u}, \pi_{k-1}\xi) \, dt + \int_0^T S_h(\tilde{u} - j_h \tilde{u}, \pi_{k-1}\xi) \, dt. \quad (4.21)$$

Then, the stability of the fluctuation operator $\kappa_K$, the boundedness of $\mu_K$, and the error estimates of the interpolation in time give for the first term in (4.21)

$$\left| \int_0^T S_h(u - \tilde{u}, \pi_{k-1}\xi) \, dt \right| \leq \sum_{n=1}^{N} \int_{I_n} S_h^{1/2}(u - \tilde{u}, u - \tilde{u}) S_h^{1/2}(\pi_{k-1}\xi, \pi_{k-1}\xi) \, dt$$

$$\leq \sum_{n=1}^{N} \int_{I_n} \left( \sum_{K \in \mathcal{T}_h} \mu_K \| \kappa_K \nabla(u - \tilde{u}) \|_{0,K}^2 \right)^{1/2} \| \pi_{k-1}\xi \| \, dt$$

$$\leq C \tau^{k+1} \| u \|_{\mathcal{H}^{k+1}(\mathcal{H}^1)} \| \xi \|_{c\text{GP}}.$$

Similarly, the $L^2$-stability of the fluctuation operator $\kappa_K$, the parameter choice $\mu_K \sim h_K$, and (3.1) result for the second term of (4.21) in

$$\left| \int_0^T S_h(\tilde{u} - j_h \tilde{u}, \pi_{k-1}\xi) \, dt \right| \leq \int_0^T S_h^{1/2}(\tilde{u} - j_h \tilde{u}, \tilde{u} - j_h \tilde{u}) S_h^{1/2}(\pi_{k-1}\xi, \pi_{k-1}\xi) \, dt$$

$$\leq \int_0^T \left( \sum_{K \in \mathcal{T}_h} \mu_K \| \kappa_K (\nabla(\tilde{u} - j_h \tilde{u})) \|_{0,K}^2 \right)^{1/2} \| \pi_{k-1}\xi \| \, dt$$

$$\leq Ch^{r+1/2} \int_0^T \| \tilde{u} \|_{r+1} \| \pi_{k-1}\xi \| \, dt \leq Ch^{r+1/2} \| u \|_{L^2(\mathcal{H}^{r+1})} \| \xi \|_{c\text{GP}}.$$. 
Hence, we get
\[
- \int_0^T S_h(\eta, \pi_{k-1}\xi) \, dt \leq C(h^{r+1/2}\|u\|_{L^2(H^{r+1})} + \tau^{k+1}\|u\|_{H^{k+1}(H^1)})\|\xi\|_{cGP}.
\] (4.22)

To estimate the last term in (4.17), we use the Cauchy–Schwarz’s inequality, the approximation properties of the fluctuation operator \( \kappa_K \), and the parameter choice \( \mu_K \sim h_K \) to get
\[
\left| \int_0^T S_h(u, \pi_{k-1}\xi) \, dt \right| \leq \int_0^T S_h^{1/2}(u, u) S_h^{1/2}(\pi_{k-1}\xi, \pi_{k-1}\xi) \, dt \leq C \int_0^T \left( \sum_{K \in T_h} \mu_K \|\kappa_K(\nabla u)\|_{0,K}^2 \right)^{1/2} \|\pi_{k-1}\xi\| \, dt \\
\leq Ch^{r+1/2}\|u\|_{L^2(H^{r+1})}\|\xi\|_{cGP}.
\] (4.23)

Putting the above estimates into (4.17), we obtain
\[
B_h(u_{h,\tau} - j_h\tilde{u}, \pi_{k-1}\xi) \leq C \left[ (\varepsilon^{1/2} + h^{1/2})h^r\|u\|_{H^1(H^{r+1})} + \tau^{k+1}\|u\|_{H^{k+1}(H^1)} \right]\|\xi\|_{cGP}.
\]

Using (4.16), it follows that
\[
\|u_{h,\tau} - j_h\tilde{u}\|_{cGP} \leq C \left[ (\varepsilon^{1/2} + h^{1/2})h^r\|u\|_{H^1(H^{r+1})} + \tau^{k+1}\|u\|_{H^{k+1}(H^1)} \right].
\] (4.24)

Finally, the statement of this Theorem follows by applying the triangle inequality and the interpolation error estimates in space and time. \( \Box \)

The next theorem gives an \( L^2(L^2) \) error estimate for the error \( u - u_{h,\tau} \) which is optimal with respect to time.

**Theorem 4.4.** Assume \( \mu_K \sim h_K \) for all \( K \in T_h \). Suppose A1 and A2. Let \( u_{h,\tau} \) and \( u \) be the solutions of the fully discrete problem (4.6) and the continuous problem (4.5), respectively. Moreover, let \( u \in H^1(\Omega) \cap H^{k+1}(H^1) \).

Then, there exists a positive constant \( C \) independent of \( h \), \( \tau \), and \( \varepsilon \), such that the error estimate
\[
\left( \int_0^T \|u(t) - u_{h,\tau}(t)\|_0^2 \, dt \right)^{1/2} \leq C T^{1/2} \left[ \tau^{k+1}\|u\|_{H^{k+1}(H^1)} + (\varepsilon^{1/2} + h^{1/2}) h^r\|u\|_{H^1(H^{r+1})} \right]
\] (4.25)
holds true.

**Proof.** Let \( e_\tau = u_{h,T} - j_h\tilde{u} \). Applying the ideas leading to (4.24) in the proof of Theorem 4.3 not only on \([0, T] \) but also on \([0, t_n] \), \( n = 1, \ldots, N - 1 \), results in the estimate
\[
\int_0^{t_n} \|\pi_{k-1}e_\tau(t)\|^2 \, dt + \frac{1}{2}\|e_\tau(t_n)\|^2 \leq C \left[ \tau^{2(k+1)}\|u\|_{H^{k+1}(H^1)}^2 + (\varepsilon + h) h^{2r}\|u\|_{H^1(H^{r+1})}^2 \right]
\]
where the ranges of the time integrals on the right-hand side were extended from \([0, t_n] \) to \([0, T] \) due to the monotonicity of the integrals. After neglecting the non-negative integral on the left-hand side and multiplying by \( \tau_n \), a summation over \( n = 1, \ldots, N \) provides
\[
\sum_{n=1}^N \tau_n\|e_\tau(t_n)\|_0^2 \leq C \left( \sum_{n=1}^N \tau_n \right) \left[ \tau^{2k+2}\|u\|_{H^{k+1}(H^1)}^2 + (\varepsilon + h) h^{2r}\|u\|_{H^1(H^{r+1})}^2 \right].
\] (4.26)
Since $e_\tau$ is a piece-wise polynomial of degree less than or equal to $k$ in time, a norm equivalence on finite dimensional spaces gives

$$\int_{t_{n-1}}^{t_n} \|e_\tau(t)\|_0^2 \, dt \leq C_k \left( \int_{t_{n-1}}^{t_n} \|\pi_{k-1}e_\tau(t)\|_0^2 \, dt + \tau_n \|e_\tau(t_n)\|_0^2 \right)$$

(4.27)

where $C_k$ depends on the polynomial degree $k$ but is independent on $\tau_n$ and $h$. Hence, we obtain

$$\int_0^T \|u_{h,\tau}(t) - j_h \tilde{u}(t)\|_0^2 \, dt = \sum_{n=1}^N \int_{t_{n-1}}^{t_n} \|e_\tau(t)\|_0^2 \, dt \leq C_k \sum_{n=1}^N \left( \int_{t_{n-1}}^{t_n} \|\pi_{k-1}e_\tau(t)\|_0^2 \, dt + \tau_n \|e_\tau(t_n)\|_0^2 \right)$$

$$\leq C_k \left( \int_0^T \|\pi_{k-1}e_\tau(t)\|_0^2 \, dt + \sum_{n=1}^N \tau_n \|e_\tau(t_n)\|_0^2 \right)$$

$$\leq C T \left[ \tau^{2k+2} \|u\|_{H^{k+1}(H^1)}^2 + (\varepsilon + h)h^{2r} \|u\|_{H^{1}(H^{r+1})}^2 \right].$$

Here, the bound for the two terms derived from Thm. 4.3, (4.26), and the fact the time step lengths $\tau_n$ sum up to $T$ were used. Hence, the statement of the theorem follows by applying the triangle inequality and the interpolation error estimates. \( \square \)

4.2. The discontinuous Galerkin (dG) method

We describe in this subsection briefly the discontinuous Galerkin (dG) time discretization in combination with the LPS method in space. Let us introduce the bilinear form $B_h^{dG}$ by

$$B_h^{dG}(u, v) := \sum_{n=1}^N \int_{t_n} \left\{ \left( u'(t), v(t) \right) + a_h(u(t), v(t)) \right\} \, dt + \sum_{n=1}^{N-1} \left( [u_n, v_n^+] + (u_n^+, v_n^-) \right)$$

(4.28)

where the jumps $[\varphi]_n$ and the right-sided values $\varphi_n^+$ are defined in (4.1). The linear form $l^{dG}$ is given by

$$l^{dG}(v) := (u_0, v_0^+) + \int_0^T \langle f(t), v(t) \rangle \, dt.$$  

(4.29)

The fully discrete scheme reads:

Find $u_{h,\tau} \in Y_h^k$ such that

$$B_h^{dG}(u_{h,\tau}, v_{h,\tau}) = l^{dG}(v_{h,\tau}) \quad \forall v_{h,\tau} \in Y_h^k.$$  

(4.30)

The mesh-dependent norm is defined by

$$\|v\|_{dG} := \left( \sum_{n=1}^N \int_{t_n} \|v(t)\|_0^2 \, dt + \frac{1}{2} \|v_0^+\|_0^2 + \frac{1}{2} \sum_{n=1}^{N-1} \|v_n\|_0^2 + \frac{1}{2} \|v_N\|_0^2 \right)^{1/2}.$$  

(4.31)

The next theorem cites the main results from [2] where the local projection stabilization method in space has been combined with the discontinuous Galerkin method in time.

**Theorem 4.5.** Suppose A1, A2, and $\mu_K \sim h_K$ for all $K \in T_h$. Let $u_{h,\tau}$ and $u$ be the solutions of the fully discrete scheme (4.30) and the continuous problem (2.4), respectively. Moreover, let $u \in H^1(H^{r+1}) \cap H^{k+1}(H^1)$. Then, there exists a positive constant $C$ independent of $h$, $\tau$, and $\varepsilon$, such that the error estimate

$$\|u_{h,\tau} - u\|_{dG} \leq C \tau^{k+1/2} \|u\|_{H^{k+1}(H^1)} + C(\varepsilon^{1/2} + h^{1/2}) h^r \left( \|u\|_{H^1(H^{r+1})} + \|u\|_{C(H^{k+1})} \right)$$

(4.32)

holds true.
5. Numerical studies

We present in this section some numerical experiments to assess accuracy and performance of local projection stabilization techniques in space combined with higher order variational time discretization schemes. All computations have been performed using MooNMD [21].

In our numerical computations, we have used mapped finite element spaces [10] where the enriched spaces on the reference cell $\hat{K}$ are given by

$$P_{\text{bubble}}^r(\hat{K}) := P_r(\hat{K}) + \hat{b}_\Delta P_{r-1}(\hat{K}), \quad r \geq 1,$$

$$Q_{\text{bubble}}^r(\hat{K}) := Q_r(\hat{K}) + \text{span}\{\hat{b}_\square x_i^{r-1}, i = 1, 2\}, \quad r \geq 1.$$ 

Here, $\hat{b}_\Delta$ and $\hat{b}_\square$ are the cubic bubble function on the reference triangle and the biquadratic bubble function on the reference square, respectively. The mapped finite element spaces based on $P_{\text{bubble}}^r(\hat{K})$ and $Q_{\text{bubble}}^r(\hat{K})$ will be shortly denoted by $P_{\text{bubble}}^r$ and $Q_{\text{bubble}}^r$, respectively.

The combinations $V_h = P_{\text{bubble}}^r$, $D(K) = P_{r-1}(K)$, $r \geq 1$, on triangular meshes and the combinations $V_h = Q_{\text{bubble}}^r$, $D(K) = P_{r-1}(K)$, $r \geq 1$, on quadrilateral meshes fulfill the assumptions A1 and A2. Further examples of approximation spaces $V_h$ and projection spaces $D(K)$ satisfying A1 and A2 are given in [28,31].

The stabilization parameters $\mu_K$ have been chosen as

$$\mu_K = \mu_0 h_K \quad \forall K \in \mathcal{T}_h$$

where $\mu_0$ denotes a positive constant which will be given for each of the test calculations.

We define by

$$\|v\|_{L^2(L^2)} := \left(\int_0^T \|v(t)\|_0^2 \, dt\right)^{1/2}, \quad \|v\|_\infty := \max_{1 \leq n \leq N} \|v(t_n)\|_0$$

the $L^2(L^2)$-norm and the discrete $\ell^\infty(L^2)$-norm in time.

Example 1. The rotating Gaussian benchmark as a pure transport problem in two space dimensions is taken from [2,9]. Hence, we consider the problem (2.1) in

$$\Omega = \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 < 1\}$$

with the data

$$\varepsilon = 0, \quad b = (-y, x)^T, \quad \sigma = f = 0, \quad T = 2\pi,$$

and the Gaussian initial condition

$$u_0(x, y) = \exp\left(-10(x - 0.3)^2 - 10(y - 0.3)^2\right)$$

which is centered at $(0.3, 0.3)$. Note that the solution $u$ is at all times given by a suitably rotated initial condition.

The calculations have been performed on triangular meshes which were obtained from an initial triangulation by successive refinement with boundary adaption due to the curved boundary. The initial mesh (level 0) and the mesh on level 3 are shown in Figure 1.

In this example, we are interested in the convergence order in space. To this end, we keep the error in time small by using the methods cGP(3) and dG(2) with time step length $\tau = 2\pi \times 10^{-3}$. Hence, 1000 time steps correspond to one complete revolution of the Gaussian. We used the LPS discretizations with $V_h = P_{3}^{\text{bubble}}$, $D(K) = P_2(K)$, and the stabilization parameters $\mu_K = 0.1 h_K$. Table 1 shows for the time discretizations
Table 1. Example 1: errors and convergence orders in space for cGP(3) and dG(2).

<table>
<thead>
<tr>
<th>Level</th>
<th>Error</th>
<th>Order</th>
<th>Error</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$|u - u_{h,\tau}|_{cGP}$</td>
<td></td>
<td>$|u - u_{h,\tau}|_{dG}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7.892-2</td>
<td></td>
<td>7.900-2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8.234-3</td>
<td>3.26</td>
<td>8.238-3</td>
<td>3.26</td>
</tr>
<tr>
<td>4</td>
<td>7.001-4</td>
<td>3.56</td>
<td>7.003-4</td>
<td>3.56</td>
</tr>
<tr>
<td>5</td>
<td>6.192-5</td>
<td>3.50</td>
<td>6.192-5</td>
<td>3.50</td>
</tr>
<tr>
<td>6</td>
<td>5.471-6</td>
<td>3.50</td>
<td>5.473-6</td>
<td>3.50</td>
</tr>
<tr>
<td>Theory</td>
<td>3.5</td>
<td></td>
<td>3.5</td>
<td></td>
</tr>
</tbody>
</table>

cGP(3) and dG(2) the errors and convergence orders in the cGP-norm and the dG-norm. It is clearly to see that the convergence orders predicted by Theorem 4.3 are achieved. Moreover, the differences between the two time discretization schemes are very small. This is due to the fact that the temporal error is almost eliminated by the used higher order time discretizations with small time step length.

Example 2. In order to assess the effect of the applied time discretizations, we exclude in this example the spatial error. We consider problem (2.1) in $\Omega = (0,1)^2$ with $\varepsilon = 10^{-8}$, $b = (1,2)$, $\sigma = 1$, and $T = 1$. The right-hand side $f$ and the initial condition $u_0$ are chosen such that

$$u(x, y, t) = 1 + 2x + 3t^{200}y$$

is the solution of (2.1) equipped with non-homogeneous Dirichlet boundary conditions.

We used the LPS discretizations with $V_h = Q_1^{\text{bubble}}$, $D(K) = P_0(K)$, and stabilization parameter $\mu_K = 0.1h_K$. A uniform mesh consisting of $4 \times 4$ squares was considered in our calculations. Note that for any time $t$ the solution $u$ can be represented exactly by a function from the finite element space $V_h$. Hence, all occurring errors will result from the temporal discretizations. The higher order time discretization methods cGP(3), cGP(4) and dG(2), dG(3) were applied.

We report in Table 2 and 3 the errors and convergence orders for these methods. We see that all considered methods are accurate of order $k + 1$ in the $L^2(L^2)$-norm as predicted by Theorem 4.4. The orders $k + 1$ and $k + 1/2$ in the cGP-norm and the dG-norm are achieved which also confirms the theoretical results. The values in the discrete $\ell^\infty(L^2)$-norms show clearly that the cGP($k$) methods, $k = 3, 4$, are super-convergent of order $2k$
Table 2. Example 2: errors and convergence orders for cGP(3) and dG(2).

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( |u - u_{h, \tau}|_{L^2(L^2)}^{cGP(3)} )</th>
<th>( |u - u_{h, \tau}|_{L^2(L^2)}^{dG(2)} )</th>
<th>( |u - u_{h, \tau}|_{L^\infty}^{cGP(3)} )</th>
<th>( |u - u_{h, \tau}|_{L^\infty}^{dG(2)} )</th>
<th>( |u - u_{h, \tau}|_{L^2(L^2)}^{cGP(3)} )</th>
<th>( |u - u_{h, \tau}|_{L^2(L^2)}^{dG(2)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>5.028-2</td>
<td>1.415-1</td>
<td>1.655-1</td>
<td>4.296-1</td>
<td>6.766-1</td>
<td>1.189</td>
</tr>
<tr>
<td>1/40</td>
<td>8.130-3</td>
<td>2.63</td>
<td>3.453-2</td>
<td>2.04</td>
<td>8.821-3</td>
<td>4.23</td>
</tr>
<tr>
<td>1/80</td>
<td>8.336-4</td>
<td>3.28</td>
<td>6.038-3</td>
<td>2.52</td>
<td>2.230-4</td>
<td>1.82</td>
</tr>
</tbody>
</table>

Table 3. Example 2: errors and convergence orders for cGP(4) and dG(3).

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( |u - u_{h, \tau}|_{L^2(L^2)}^{cGP(4)} )</th>
<th>( |u - u_{h, \tau}|_{L^2(L^2)}^{dG(3)} )</th>
<th>( |u - u_{h, \tau}|_{L^\infty}^{cGP(4)} )</th>
<th>( |u - u_{h, \tau}|_{L^\infty}^{dG(3)} )</th>
<th>( |u - u_{h, \tau}|_{L^2(L^2)}^{cGP(4)} )</th>
<th>( |u - u_{h, \tau}|_{L^2(L^2)}^{dG(3)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1.682-2</td>
<td>5.201-2</td>
<td>1.510-2</td>
<td>4.925-2</td>
<td>3.103-1</td>
<td>5.381-1</td>
</tr>
<tr>
<td>1/40</td>
<td>1.659-3</td>
<td>3.34</td>
<td>8.285-3</td>
<td>2.65</td>
<td>2.247-4</td>
<td>1.82</td>
</tr>
<tr>
<td>1/80</td>
<td>9.414-5</td>
<td>4.14</td>
<td>8.293-4</td>
<td>3.32</td>
<td>1.599-5</td>
<td>3.81</td>
</tr>
<tr>
<td>1/320</td>
<td>1.240-7</td>
<td>4.90</td>
<td>3.930-6</td>
<td>4.00</td>
<td>2.683-11</td>
<td>9.67</td>
</tr>
</tbody>
</table>

Table 4. Example 2: errors and convergence orders of post-processed solution for cGP(3), cGP(4), dG(2), and dG(3).

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( |u - \Pi u_{h, \tau}|_{L^2(L^2)}^{cGP(3)} )</th>
<th>( |u - \Pi u_{h, \tau}|_{L^2(L^2)}^{cGP(4)} )</th>
<th>( |u - \Pi u_{h, \tau}|_{L^2(L^2)}^{dG(2)} )</th>
<th>( |u - \Pi u_{h, \tau}|_{L^2(L^2)}^{dG(3)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>3.834-2</td>
<td>1.200-2</td>
<td>1.049-1</td>
<td>3.675-2</td>
</tr>
<tr>
<td>1/40</td>
<td>4.566-3</td>
<td>3.07</td>
<td>7.620-4</td>
<td>3.98</td>
</tr>
<tr>
<td>1/80</td>
<td>2.786-4</td>
<td>4.04</td>
<td>2.363-5</td>
<td>5.00</td>
</tr>
<tr>
<td>1/160</td>
<td>1.115-5</td>
<td>4.64</td>
<td>4.750-7</td>
<td>5.64</td>
</tr>
</tbody>
</table>

Table 4 shows the error \( e = u - \Pi u_{h, \tau} \) in the \( L^2(L^2) \)-norm where \( \Pi u_{h, \tau} \) denotes the post-processed solution which is obtained by means of a simple post-processing from the solution \( u_{h, \tau} \) of the original cGP method or dG method. Details of the post-processing can be found in [1, 27]. Note that the post-processed solutions of both cGP(\( k \)) and dG(\( k \)) are super-convergent of order \( k + 2 \) in the \( L^2(L^2) \)-norm. This is confirmed by the error norms in Table 4.

while the dG(\( k \)) methods, \( k = 2, 3 \), are super-convergent of order \( 2k + 1 \). These superconvergence results are known for the heat equation, see [3, 35].
Example 3. This example is taken from [23]. The prescribed solution has the form
\[
u(x, y, t) = 16 \sin(\pi t) x(1 - x)y(1 - y) \left( \frac{1}{2} + \frac{\arctan \left[ 2 \varepsilon^{-1/2} w(x, y) \right]}{\pi} \right),
\] (5.1)

where
\[
w(x, y) := 0.25^2 - (x - 0.5)^2 - (y - 0.5)^2.
\]

This is a hump which changes its height in the course of time. The steepness of the circular internal layer depends on the diffusion parameter \(\varepsilon\). Analogue to [23], we present the simulation for \(\Omega = (0,1)^2, \varepsilon = 10^{-6}, b = (2,3), \sigma = 1,\) and \(T = 2\). We use
\[
\text{var}(t) := \max_{(x,y) \in \Omega} \nu_{h,\tau}(x, y, t) - \min_{(x,y) \in \Omega} \nu_{h,\tau}(x, y, t)
\]
as a measure for undershoots and overshoots. For calculating the minimal and maximal values of \(\nu_{h,\tau}\), we used only the values at the vertices of the underlying mesh. For evaluating the size of the spurious oscillations, we assess the variation of the discrete solutions \(\nu_{h,\tau}\) at \(t = 0.5\) when the hump reaches its maximal height. The exact value is \(\text{var}(0.5) = 0.997453575\). Furthermore, some indication of the smearing of the solution is derived from
\[
\|e\|_{L^2(V_h)} := \left( \int_0^T \left( \|e(t)\|^2 + \varepsilon \|e(t)\|_1^2 \right) \, dt \right)^{1/2}, \quad e = \nu - \nu_{h,\tau}.
\]

The time step length was chosen to be \(\tau = 10^{-3}\). The computations were performed on a uniform grid consisting of \(128 \times 128\) squares. This leads to 98,817 degrees of freedom for the spatial discretization with \(V_h = Q_{2}^{\text{bubble}}, D(K) = P_1(K)\) and 180,993 degrees of freedom for \(V_h = Q_{3}^{\text{bubble}}, D(K) = P_2(K)\) including the Dirichlet degrees of freedom. Note that in the following figures only the nodal values at the mesh vertices are shown, i.e., the additional bubble part of the solution will not be presented. We have performed calculations with \(\mu_0 \in \{0.01, 0.1, 1.0\}\).

The results for cGP(2) with \(V_h = Q_{2}^{\text{bubble}}, D(K) = P_1(K)\) and cGP(3) with \(V_h = Q_{3}^{\text{bubble}}, D(K) = P_2(K)\) are presented in Table 5 and in Figure 2. It can be observed that small and large coefficients \(\mu_0\) inside the definition \(\mu_K = \mu_0 h_K\) lead to spurious oscillations behind the hump in the direction of convection. The solution obtained by cGP(2) with \(\mu_0 = 0.1\) possesses still small overshoots and undershoots whereas the numerical solution obtained by cGP(3) captured very well the solution. Furthermore, almost no oscillations are present.

We visualize in Figure 3 the computed profiles of the solution for dG(2) with \(V_h = Q_{2}^{\text{bubble}}, D(K) = P_1(K)\) and dG(3) with \(V_h = Q_{3}^{\text{bubble}}, D(K) = P_2(K)\). The coefficient \(\mu_0\) took the values 0.01, 0.1, and 1. It can be noted that there are no significant differences between the solution obtained by dG(k) and cGP(k), see Table 5. Furthermore, the spurious oscillations vanish almost completely also for dG(3).

6. Conclusions

We have combined higher order variational time discretization by continuous Galerkin–Petrov’s methods and discontinuous Galerkin’s methods with the one-level local projection stabilization technique in space. Error
estimates for the cGP($k$) method are given and proved. The numerical experiments support the theoretical results. Both time discretization schemes allow to get highly accurate numerical solution. Due to the applied spatial stabilization, the remaining oscillations are located near to layers. Moreover, higher order approximations in time provide solutions with less oscillations. Furthermore, the differences between the solutions obtained
Figure 3. Example 3: numerical solution at $t = 0.5$, left: $dG(2)$ with $V_h = \mathbb{Q}_2^{\text{bubble}}$, $D(K) = \mathbb{P}_1(K)$, right: $dG(3)$ with $\mathbb{Q}_3^{\text{bubble}}$, $D(K) = \mathbb{P}_2(K)$; top to bottom: $\mu_0 = 0.01$, $\mu_0 = 0.1$, $\mu_0 = 1.0$.

by continuous Galerkin–Petrov’s methods and discontinuous Galerkin’s methods were small in all considered examples.
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