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Abstract. In this paper, we present and study two spectral volume (SV) schemes of arbitrary order for diffusion equations by using the local discontinuous Galerkin formulation to discretize the viscous flux. The basic idea of the scheme is to rewrite the diffusion equation into an equivalent first-order system first, and then use the SV method to solve the system. The SV scheme is designed with control volumes constructed by using the Gauss points or Radau points in subintervals of the underlying meshes, which leads to two SV schemes referred to as LSV and RSV schemes, respectively. The stability analysis for the linear diffusion equations based on alternating fluxes are provided, and optimal error estimates are established for both the exact solution and the auxiliary variable. Furthermore, a rigorous mathematical proof are given to demonstrate that the proposed RSV method is identical to the standard LDG method when applied to constant diffusion problems. Numerical experiments are presented to demonstrate the stability, accuracy and performance of the two SV schemes for both linear and nonlinear diffusion equations.
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1. Introduction

The spectral volume (SV) method is a class of high order Godunov-type finite volume method \cite{10}, which has been under development for several decades and is considered to be the current state-of-the-art for the numerical solution of hyperbolic conservation laws. The SV method was first proposed by Wang, Liu et al. and their collaborators for hyperbolic conservation laws on unstructured grids (see, e.g., \cite{29,31}). Since then it attracted a lot of attention and was successfully implemented for solving various PDEs such as Euler equation \cite{32}, Navier–Stokes equations \cite{22,23}, and 3D Maxwell equations \cite{17}. Similar to the discontinuous Galerkin (DG) methods \cite{5,6,8,11}, SV methods adopt completely discontinuous functions as solution space and have many desired advantages such as the allowance of hanging nodes, compact stencils, easy \(hp\) adaptivity, high parallel efficiency, and so on. Comparisons between the SV method and other numerical methods (e.g., DG, spectral difference) in terms of accuracy and stability have also been conducted in the literature, see \cite{21,25,34}.

For equations containing higher order spatial derivatives, such as diffusion equations, however, SV methods can not be directly applied due to the discontinuous solution space at the element interfaces, which is not regular...
enough to handle high order derivatives. To solve this problem, several DG methods have been proposed and studied in the literature to discretize the high order fluxes (e.g., viscous fluxes), including the LDG method [4,7,9], the compact DG (CDG) method [19], the interior penalty (IP) method [1,28], the direct discontinuous Galerkin (DDG) method [16,33], and the method introduced by Baumann–Oden [2,18]. Inspired by the DDG, LDG and IPDG viscous flux formulation, some attempts based on SV context have been made for solving the diffusion and third order spatial derivative equations. Sun and Wang [22] were the first to implement the SV method for the Navier–Stokes equations, where the LDG method was used to discretize the viscous fluxes. Later, Kannan and Wang [13] studied SV method for a $p$-multigrid SV Navier–Stokes solver, by using a new penalty and BR2 viscous flux formulation. In [14,15], Kannan proposed a modified LDG (called LDG2) and a DDG viscous flux formulation in the context of SV method for the Navier–Stokes equations. Recently, a formulation using the LDG and the IPDG in the SV context has been proposed separately in [12,20] for solving equations containing third order spatial derivative.

Although different SV schemes have been proposed to solve diffusion and third-order spatial derivative equations, and numerical results indicate that the SV method are very promising and have a great potential for solving high order problems, the mathematical analysis of high order SV method in terms of stability, accuracy, and error estimates is still in poor and far from developed. Only several stability results for lower order SV schemes over uniform meshes have been obtained (see [24,26,27,34]). To the best of our knowledge, no theoretic analysis on the accuracy and optimal error estimate of the SV method has been reported yet in the literature for solving high order spatial derivative equations.

This paper is our first attempt to implement and analyze two classes of arbitrary high order SV schemes for diffusion problems when the LDG viscous flux formulation is used. This approach inherits ideas from the LDG method, where the auxiliary variable is introduced to rewrite the diffusion equation into an equivalent first-order system, and then use the SV method to solve it. Similar to the LDG method, the auxiliary variable approximating the derivatives of the solution can be locally eliminated and thus local solvable. The main contribution of the current work lies in that: on the one hand, we proposed a innovative construction of control volumes which are dependent on the choice of numerical fluxes. The special construction of control volumes finally leads to two stable SV schemes of arbitrary high order. On the other hand, we establish a unified approach to investigate the stability, accuracy and error estimates of two SV schemes, and prove that the SV schemes are energy stable and have optimal convergence rates for both the exact solution and the auxiliary variable approximation.

To establish a framework for the stability analysis and error estimates of high order SV schemes, we first construct the control volumes by using Gauss–Legendre points or right/left Radau points of the underlying meshes, which leads to two SV schemes referred to as LSV and RSV schemes, respectively. The points are specially taken according to the choice of numerical fluxes. This special choice ensures the stability of the SV scheme. Then we formulate the SV scheme into its equivalent Petrov–Galerkin method, and introduce a special mapping from the trial space to the test space for both the the exact solution and the auxiliary variable approximation. With the help of the two mappings, $L^2$ stability and optimal convergence rates of high order SV schemes are finally established. As a byproduct, a comparison between the proposed SV method and the LDG method is conducted. It turns out that the SV can be viewed as a discrete numerical quadrature of the LDG method. Especially, for constant diffusion equations, we prove that the discrete numerical quadrature is equivalent to the exact quadrature for RSV schemes, which indicates that the proposed RSV method is identical to the LDG method when applied to constant diffusion equations.

The rest of the paper is organized as follows. In Section 2, we present two SV schemes based on the LDG formulation for the one-dimensional diffusion equations. Then we prove that the two SV schemes are $L^2$ energy stable, and have optimal error estimations for both the exact solution and the auxiliary variable. In Section 3, we extend the SV schemes to the multidimensional diffusion equations and show that the proposed SV methods are also stable in the $L^2$ norm, and have optimal error estimations for $Q_k$ elements. In Section 4, we provide some numerical examples to test the stability and accuracy of the SV method for both the linear and nonlinear diffusion equations. Concluding remarks are presented in Section 5.
2. SV METHOD FOR ONE-DIMENSIONAL DIFFUSION EQUATIONS

In this section, we present and analyze the SV method for solving the following one-dimensional diffusion equations:

\[ u_t = (\alpha u_x)_x + g(x, t), \quad (x, t) \in [a, b] \times (0, t_0), \]
\[ u(x, 0) = u_0(x), \quad x \in \mathbb{R}, \]  

(2.1)

where \( u_0(x), g(x, t) \) are both smooth, \( \alpha := \alpha(u, x) \geq 0 \) is a positive diffusion coefficient. For simplicity, here we only consider the periodic boundary condition.

To construct the SV scheme, we rewrite (2.1) as a first order system

\[ u_t = (\beta u)_x + g(x, t), \quad q = \beta u_x := B_x, \]

(2.2)

where

\[ \beta = \sqrt{\alpha}, \quad B := B(u, x) = \int_x^x \beta u_x \, dx. \]  

(2.3)

2.1. SV schemes

We first divide the computational domain \( \Omega = [a, b] \) into \( N \) cells with \( a = x_{\frac{1}{2}} < x_{\frac{3}{2}} < \cdots < x_{N+\frac{1}{2}} = b \), and denote by \( \tau_i = (x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}), x_i = \frac{1}{2}(x_{i-\frac{1}{2}} + x_{i+\frac{1}{2}}) \) the cells and cell centers, respectively. Let \( h_i = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}} \) be the length of each cell, \( \bar{h}_i = h_i/2 \) and \( h = \max_i h_i \). We assume that the mesh is quasi-uniform, i.e., there exists a constant \( c \) such that \( h \leq c h_i, i \in \mathbb{Z}_N \). Here for any positive integer \( r, Z_r = \{1, \ldots, r\}, Z_0 = \{0, 1, \ldots, r\} \).

Define the finite element space

\[ U_h = \{v : v|_{\tau_i} \in \mathbb{P}_k, i \in \mathbb{Z}_N\}, \]

where \( \mathbb{P}_k \) denotes the space of polynomials of degree at most \( k \) with coefficients as functions of \( t \). For any function \( v \), we denote by \( v^+ \) and \( v^- \) the right and left limits of \( v \), respectively. Define \( \{v\} \) and \( [v] \) the average and the jump of \( v \), i.e.,

\[ \{v\} = \frac{v^+ + v^-}{2}, \quad [v] = v^+ - v^- . \]

Now let \(-1 = s_0 < s_1 < \cdots < s_k < s_{k+1} = 1 \), and \(-1 = \bar{s}_0 < \bar{s}_1 < \cdots < \bar{s}_k < \bar{s}_{k+1} = 1 \) be \( k + 2 \) distinct points in the reference element \([-1, 1]\). Define

\[ x_{i,j} = x_i + \bar{h}_i \bar{s}_j, \quad \bar{x}_{i,j} = x_i + \bar{h}_i \bar{s}_j, \quad i \in \mathbb{Z}_N, j \in \mathbb{Z}_0^{\bar{k}+1}. \]

Then the SV method for (2.2) reads as: Find \( u_h, q_h \in U_h \) such that for all \((i, j) \in \mathbb{Z}_N \times \mathbb{Z}_0 \)

\[ \int_{x_{i,j}}^{x_{i,j+1}} \partial_t u_h(x, t) \, dx - \left( \beta \hat{q}_h \right) (x_{i,j+1}) + \left( \beta \hat{q}_h \right) (x_{i,j}) = \int_{x_{i,j}}^{x_{i,j+1}} g(x, t) \, dx, \]
\[ \int_{\bar{x}_{i,j}}^{\bar{x}_{i,j+1}} q_h(x, t) \, dx - \bar{B}(u_h(\bar{x}_{i,j+1}), \bar{x}_{i,j+1}) + \bar{B}(u_h(\bar{x}_{i,j}), \bar{x}_{i,j}) = 0, \]  

(2.4)

where \( \beta, \hat{q}_h, \bar{B} \) denote the numerical fluxes, which are single valued functions defined on the points and should be designed based on different guiding principles for different PDEs to ensure stability. Note that at the interior points \( x_{i,j}, \bar{x}_{i,j}, j \in \mathbb{Z}_k, u_h, q_h \) are continuous and thus we take

\[ \hat{\beta}(x_{i,j}) = \beta(u_h(x_{i,j})), \quad \hat{q}_h(x_{i,j}) = q_h(x_{i,j}), \quad \bar{B}(u_h(\bar{x}_{i,j}), \bar{x}_{i,j}) = B(u_h(\bar{x}_{i,j}), \bar{x}_{i,j}), \quad j \in \mathbb{Z}_k. \]

While at the interface of each element (i.e., \( x_{i-\frac{1}{2}}, i \in \mathbb{Z}_N \)), we choose the alternating fluxes. That is, \( \bar{B} \) and \( \hat{q}_h \) are taken from opposite sides. To be more precise,

\[ \hat{\beta} = \frac{B^+ - B^-}{u^+_h - u^-_h}, \quad \hat{q}_h = q^-_h, \quad \bar{B} = B^+. \]  

(2.5)
or
\[
\dot{\beta} = \frac{B^+ - B^-}{u_h - u_i}, \quad \dot{q}_h = q_i^+, \quad \dot{B} = B^-.
\]

We end with this subsection the discussion on specific SV schemes. By choosing different points \(s_j, \bar{s}_j, j \in \mathbb{Z}_k\), we can get different SV schemes. Note that the stability and accuracy of the SV scheme are heavily dependent on the construction of control volume, i.e., the choice of \(s_j, \bar{s}_j, j \in \mathbb{Z}_k\). In this paper, we restrict our discussion to the following two SV schemes.

**GSV**: both \(\{s_j\}_{j=1}^{k}\) and \(\{\bar{s}_j\}_{j=1}^{k}\) are chosen as Gauss–Legendre points, i.e., \(s_j = \bar{s}_j, j \in \mathbb{Z}_k\) are \(k\) zeros of the Legendre polynomial \(L_k\) of degree \(k\).

**RSV**: \(\{s_j\}_{j=1}^{k}\) and \(\{\bar{s}_j\}_{j=1}^{k}\) are taken as \(k\) interior Radau points according to the choice of numerical fluxes, i.e.,

- For flux choice (2.5), \(\{s_j\}_{j=1}^{k}\) are chosen as \(k\) interior right Radau points and \(\{\bar{s}_j\}_{j=1}^{k}\) are chosen as \(k\) interior left Radau points.
- For flux choice (2.6), \(\{s_j\}_{j=1}^{k}\) and \(\{\bar{s}_j\}_{j=1}^{k}\) are taken as the \(k\) interior left and right Radau points, respectively.

Here \(k\) interior right Radau points denote the zeros of Radau polynomial \(L_{k+1} - L_k\) except the point \(s = 1\). Similarly, the \(k\) interior left Radau points denote the zeros of Radau polynomial \(L_{k+1} + L_k\) except the point \(s = -1\).

**Remark 2.1.** The purpose of introducing the two sets \(\{s_j\}_{j=1}^{k+1}\) and \(\{\bar{s}_j\}_{j=0}^{k+1}\) (separately corresponding to \(x_{i,j}\) and \(\bar{x}_{i,j}\)) is to ensure the stability of our numerical scheme (2.4). Actually, due to the fact that the numerical fluxes \(\hat{B}\) and \(\hat{q}_h\) in (2.4) are taken from opposite sides, the associated points \(s_j\) and \(\bar{s}_j\) (which is not necessary to be the same) should be carefully taken to match the choice of the fluxes for stability. The choice of \(\{s_j\}_{j=1}^{k}\) and \(\{\bar{s}_j\}_{j=1}^{k}\) in RSV scheme and our later theoretical analysis will demonstrate this point.

**Remark 2.2.** For convection diffusion equations, i.e., \(u_t + f(u)_x = (\alpha u_x)_x\), we can also design the corresponding GSV and RSV schemes by using the LDG formulation with the alternating flux for diffusion term, and the upwind flux for the convection term. For simplicity and clarity, we focus our attention on the diffusion equations in this paper. The same argument can also be applied to convection-diffusion equations.

### 2.2. SV methods as a Petrov–Galerkin method

In this subsection, we reformulate the SV scheme (2.4) into its equivalent Petrov–Galerkin form, and then establish the stability of SV scheme under the framework of Glerkin method.

We begin with the construction of two types of control volumes, which are defined by

\[
V_{i,j} = [x_{i,j}, x_{i,j+1}], \quad \bar{V}_{i,j} = [\bar{x}_{i,j}, \bar{x}_{i,j+1}], \quad (i,j) \in \mathbb{Z}_N \times \mathbb{Z}_k^0.
\]

With these control volumes \(V_{i,j}\), \(\bar{V}_{i,j}\), we define the piecewise constant function space associated with \(V_{i,j}\), \(\bar{V}_{i,j}\) as

\[
V_h = \left\{ w^* : w^*|_{V_{i,j}} \in \mathcal{P}_0, i \in \mathbb{Z}_N, j \in \mathbb{Z}_k^0 \right\}, \quad \bar{V}_h = \left\{ \bar{w}^* : \bar{w}^*|_{\bar{V}_{i,j}} \in \mathcal{P}_0, i \in \mathbb{Z}_N, j \in \mathbb{Z}_k^0 \right\}.
\]

Obviously, any function \(w^* \in V_h, \bar{w}^* \in \bar{V}_h\) can be represented as

\[
w^*(x,t) = \sum_{i=1}^{N} \sum_{j=0}^{k} w_{i,j}^* \chi_{V_{i,j}}(x), \quad \bar{w}^*(x,t) = \sum_{i=1}^{N} \sum_{j=0}^{k} \bar{w}_{i,j}^* \chi_{\bar{V}_{i,j}}(x),
\]

where \(w_{i,j}^*, \bar{w}_{i,j}^*(i,j) \in \mathbb{Z}_N \times \mathbb{Z}_k^0\) are coefficients as functions of \(t\), \(\chi_A, A \subset [a,b]\) is the characteristic function defined as \(\chi_A = 1\) in \(A\) and \(\chi_A = 0\) otherwise.
Define the so-called broken Sobolev space as follows:

\[ \mathcal{H}_h = \{ v : v|_i \in H^1, 1 \leq i \leq N \}. \]

For all \( i \in \mathbb{Z}_N \) and any \((v, p, w^*, \bar{w}^*) \in \mathcal{H}_h \times \mathcal{H}_h \times V_h \times \bar{V}_h \), let

\[
a^1_i(v, p; w^*) = \sum_{j=0}^{k} w_{i,j} \left( \int_{x_{i,j}}^{x_{i,j+1}} v_l(x, t) \, dx - \hat{\beta}(x_{i,j+1}) + \hat{\beta}(x_{i,j}) \right), \quad (2.7)
\]

\[
a^2_i(v, p; \bar{w}^*) = \sum_{j=0}^{k} \bar{w}_{i,j} \left( \int_{x_{i,j}}^{x_{i,j+1}} p(x, t) \, dx - \hat{B}(v(x_{i,j+1}), x_{i,j+1}) + \bar{B}(v(x_{i,j}), x_{i,j}) \right), \quad (2.8)
\]

where the numerical fluxes \( \hat{\beta} = \frac{B^+ - B^-}{v^+ - v^-} \), and \((\hat{p}, \hat{B}) = (p^-, B^+) \) or \((\hat{p}, \hat{B}) = (p^+, B^-) \). Denoting

\[
a(v, p; w^*, \bar{w}^*) = \sum_{i=1}^N (a^1_i(v, p; w^*) + a^2_i(v, p; \bar{w}^*)). \quad (2.9)
\]

Then it is easy to check that the SV solution \((u_h, q_h)\) of (2.4) satisfies

\[
a^1_i(u_h, q_h; w^*) = (g, w^*), \quad a^2_i(u_h, q_h; \bar{w}^*) = 0, \quad \forall (w^*, \bar{w}^*) \in V_h \times \bar{V}_h, i \in \mathbb{Z}_N, \quad (2.10)
\]

or equivalently,

\[
a(u_h, q_h; w^*, \bar{w}^*) = (g, w^*), \quad \forall (w^*, \bar{w}^*) \in V_h \times \bar{V}_h. \quad (2.11)
\]

Conversely, if \((u_h, q_h) \in U_h \) satisfy (2.10) or (2.11), then by choosing \( w^* = \chi_{r_{i,j}}, \bar{w}^* = \chi_{\bar{r}_{i,j}} \), we find that \((u_h, q_h)\) satisfy (2.4). In other words, the SV method (2.4) is equivalent to the Petrov–Galerkin method (2.10) or (2.11).

### 2.3. Stability analysis for linear diffusion problems

In this subsection, we investigate the stability of the two SV schemes for the linear diffusion problem (2.2), i.e., \( \alpha = \alpha(x) \). In this case, \( \beta = \sqrt{\alpha(x)} \) is continuous and thus the numerical fluxes \( \hat{\beta} = \beta \) in (2.5) or (2.6).

We begin with the introduction of the special transformation from the trial space \( U_h \) to the test spaces \( V_h, \bar{V}_h \).

#### 2.3.1. Transformation from the trial space to the test space

Since the transformation we defined in this subsection is closely related to some quadratures points and their associated weights. We introduce some numerical quadratures and quadrature errors first.

Given any \( f \in L^1([-1, 1]) \), suppose \( s_j, \bar{s}_j; j \in \mathbb{Z}_{k+1} \) are points of some numerical quadrature to calculate \( \int_{-1}^1 f(s) \, ds \) and \( A_j, \bar{A}_j \) are associated weights. Define

\[
Q_k(f) = \sum_{j=0}^{k+1} A_j f(s_j), \quad \bar{Q}_k(f) = \sum_{j=0}^{k+1} \bar{A}_j f(\bar{s}_j).
\]

If \( s_j \) are taken as the Gauss points, then the above quadrature is referred as the standard Gauss–Legendre quadrature with \( A_j = \frac{2}{(1-s_j^2)(1+s_j^2)^2} \), \( j = 1, \ldots, k \) and \( A_0 = A_{k+1} = 0 \). Similarly, if \( s_j \) are taken as the right Radau points, we have \( A_0 = 0 \) and call the quadrature right Radau numerical quadrature. If \( s_j \) are taken as the left Radau points, we have \( A_k = 0 \). Note that the \( k \)-point Gauss quadrature and \((k + 1)\)-point right/left Radau quadrature is exact for polynomials of degree not more than \( 2k - 1 \) and \( 2k \), respectively.

Define the residual of the numerical quadrature by

\[
R(f) = \int_{-1}^1 f(s) \, ds - Q_k(f), \quad \bar{R}(f) = \int_{-1}^1 f(s) \, ds - \bar{Q}_k(f).
\]
By a scaling from $[-1,1]$ to $\tau_i$, we get the residual of the numerical quadrature in each interval $\tau_i$. That is,

\[
R_i(f) = \int_{\tau_i} f(x) \, dx - \sum_{j=0}^{k+1} f(x_{i,j}) A_{i,j}, \quad R_i(\tilde{f}) = \int_{\tau_i} f(x) \, dx - \sum_{j=0}^{k+1} f(\tilde{x}_{i,j}) \tilde{A}_{i,j},
\]

where $A_{i,j} = \frac{h_i}{2} A_j, \tilde{A}_{i,j} = \frac{h_i}{2} \tilde{A}_j$ for all $(i,j) \in \mathbb{Z}_N \times \mathbb{Z}_{k+1}^0$.

Now we are ready to present the transformation from the trial space to the test space. For all $w \in U_h$, we define a transformation $\mathcal{F} : U_h \rightarrow V_h$ by

\[
\mathcal{F}w = w^* := \sum_{i=1}^{N} \sum_{j=0}^{k} w_{i,j}^*(t) \chi_{i,j}(x),
\]

where the $k+1$ coefficients $w_{i,j}^*, j \in \mathbb{Z}_k^0$ are given as

\[
w_{i,0}^* = w(x_{i-\frac{1}{2}}^+), \quad A_{i,0} w_x(x_{i-\frac{1}{2}}^+), \quad w_{i,j}^* - w_{i,j-1}^* = A_{i,j} w_x(x_{i,j}), \quad j \in \mathbb{Z}_k.
\]

By a direct calculation, we have

\[
w_{i,k}^* = \sum_{j=1}^{k} (w_{i,j}^* - w_{i,j-1}^*) + w_{i,0}^* = w(x_{i+\frac{1}{2}}^-) - A_{i,k+1} w_x(x_{i+\frac{1}{2}}^-).
\]

Consequently, we use the inverse inequality to get

\[
\|\mathcal{F}w\|_0^2 = \|w^*\|_0^2 \lesssim \sum_{i=1}^{N} \sum_{j=0}^{k} h_i \|w_{i,j}^*\|_0^2 \lesssim \|w\|_0^2, \quad \forall w \in U_h.
\]

Here and in the rest of this paper, by $A \lesssim B$ we mean that $A$ can be bounded by $B$ multiplied by a constant independent of the mesh size $h$.

Similarly, we can define a transformation $\tilde{\mathcal{F}} : U_h \rightarrow \tilde{V}_h$ by

\[
\tilde{\mathcal{F}} \tilde{w} = \tilde{w}^* := \sum_{i=1}^{N} \sum_{j=0}^{k} \tilde{w}_{i,j} \chi_{i,j}(x)
\]

with the coefficients $\tilde{w}_{i,j}^*$ given as

\[
\tilde{w}_{i,0}^* = \tilde{w}(x_{i-\frac{1}{2}}^+), \quad \tilde{A}_{i,0} \tilde{w}_x(x_{i-\frac{1}{2}}^+), \quad \tilde{w}_{i,j}^* - \tilde{w}_{i,j-1}^* = \tilde{A}_{i,j} \tilde{w}_x(x_{i,j}), \quad j \in \mathbb{Z}_k.
\]

Similar results are also valid for the transformation $\tilde{\mathcal{F}}$, i.e.,

\[
\tilde{w}_{i,k}^* = \tilde{w}(x_{i+\frac{1}{2}}^-) - \tilde{A}_{i,k+1} \tilde{w}_x(x_{i+\frac{1}{2}}^-), \quad \|\tilde{\mathcal{F}} \tilde{w}\|_0 \lesssim \|\tilde{w}\|_0, \quad \forall \tilde{w} \in U_h.
\]

For any function $v, p \in \mathcal{H}_h$, we define

\[
\partial_x^{-1} v = \int_a^x v \, dx, \quad (p, v)_i = \int_{\tau_i} pv \, dx, \quad (p, v) = \sum_{i=1}^{N} (p, v)_i.
\]

Due to the special transformation $\mathcal{F}, \tilde{\mathcal{F}}$, we have the following relationship between inner product and the discrete inner product:

\[
(v, \mathcal{F}w)_i = (v, w^*)_i = \sum_{j=0}^{k} w_{i,j}^* \left( \partial_x^{-1} v(x_{i,j+1}) - \partial_x^{-1} v(x_{i,j}) \right)
\]
\[ \begin{align*}
&= \sum_{j=1}^{k} (w_{i,j-1}^* - w_{i,j}^*) \partial_x^{-1} v(x_{i,j}) + w_{i,k}^* \partial_x^{-1} v\left(x_{i,j}^- + \frac{1}{2}\right) - w_{i,0}^* \partial_x^{-1} v\left(x_{i,j}^+ - \frac{1}{2}\right) .
\end{align*} \]

By using (2.14) and (2.15) and the integration by parts, we get

\[ (v, Fw)_i = - \sum_{j=0}^{k+1} A_{i,j} (w_x \partial_x^{-1} v)(x_{i,j}) + (w \partial_x^{-1} v)(x_{i,j}^-) - (w \partial_x^{-1} v)(x_{i,j}^+) \]

\[ = (v, w)_i + R_i (\partial_x^{-1} vw_x) . \tag{2.20} \]

Similarly, there holds

\[ (v, \tilde{F}w)_i = (v, w)_i + \tilde{R}_i (\partial_x^{-1} vw_x) . \tag{2.21} \]

Here for any \( f, \tilde{R}_i(f), \tilde{R}_i(f) \) denote the numerical quadrature errors defined in (2.12).

\subsection*{2.3.2. \( L^2 \) stability}

We first study the bilinear terms \( a_1^1, a_1^2 \) defined in (2.7) and (2.8).

\textbf{Lemma 2.3.} For any \( w, \tilde{w} \in U_h \), let \( w^* = Fw, \tilde{w}^* = \tilde{F}\tilde{w} \) with \( F, \tilde{F} \) defined in (2.13) and (2.17), respectively. Then for all \((v, p) \in H_h \times H_h \),

\[ a_1^1(v, p; w^*) = (v, w^*)_i + (\beta p, w_x)_i - \beta \hat{p} w^-|_{i+\frac{1}{2}} + \beta \hat{p} w^+|_{i-\frac{1}{2}} - R_i (w_x \beta p) , \tag{2.22} \]

\[ a_1^2(v, p; \tilde{w}^*) = (p, \tilde{w}^*)_i + (B, \tilde{w}_x)_i - \tilde{B} \tilde{w}^-|_{i+\frac{1}{2}} + \tilde{B} \tilde{w}^+|_{i-\frac{1}{2}} - R_i (\tilde{w}_x B) . \tag{2.23} \]

Here \( v^\pm|_{i+\frac{1}{2}} = v(x_{i+\frac{1}{2}}^\pm) \) and \( B = B(v, x) \) is defined by (2.3) with \( u \) replaced by \( v \).

\textbf{Proof.} In each element \( \tau_i \), if not otherwise stated, we use the notation \( v|_{i+\frac{1}{2}}, v|_{i-\frac{1}{2}} \) to denote the value of the function \( v \) at the boundary points \( x_{i+\frac{1}{2}}, x_{i-\frac{1}{2}} \), respectively. That is,

\[ v|_{i+\frac{1}{2}} = v\left(x_{i-\frac{1}{2}}^+\right), \quad v|_{i-\frac{1}{2}} = v\left(x_{i+\frac{1}{2}}^-\right). \]

Recalling the definition of \( a_1^1 \) in (2.7) and using (2.14) and (2.15), we get

\[ a_1^1(v, p; w^*) = (v, w^*)_i - w_{i,0}^* \left( \beta p - \hat{\beta} \hat{p} \right) \left(x_{i-\frac{1}{2}}^+\right) + w_{i,k}^* \left( \beta p - \hat{\beta} \hat{p} \right) \left(x_{i+\frac{1}{2}}^-\right) - \sum_{j=0}^{k} w_{i,j}^* \int_{x_{i,j}}^{x_{i,j+1}} (\beta p) x \]

\[ = (v, w^*)_i - ((\beta p)_x, w^*)_i + \beta w(p - \hat{p})|_{i+\frac{1}{2}} - \beta w(p - \hat{p})|_{i-\frac{1}{2}} + I \]

\[ = (v, w^*)_i - ((\beta p)_x, w)_i + \beta w(p - \hat{p})|_{i+\frac{1}{2}} - \beta w(p - \hat{p})|_{i-\frac{1}{2}} + I - R_i (\beta pw_x) , \]

where in the last step, we have used (2.20) and

\[ I = -A_{i,0} w_x \left( \beta p - \hat{\beta} \hat{p} \right)|_{i-\frac{1}{2}} - A_{i,k+1} w_x \left( \beta p - \hat{\beta} \hat{p} \right)|_{i+\frac{1}{2}} . \]

We next estimate \( I \). Noticing that \( A_0 = A_{k+1} = 0 \) for LSV schemes, we have \( I = 0 \). As for RSV schemes, if the fluxes are chosen as (2.5) (i.e., \( \hat{p} = p^- \)), then \( x_{i,j}, j \in \mathbb{Z}_k \) are taken as \( k \) interior right Radau points and thus,

\[ A_{i,0} = 0, \quad \left( \beta p - \hat{\beta} \hat{p} \right)|_{i+\frac{1}{2}} = 0. \]
Similarly, if the fluxes are chosen as (2.6) (i.e., \( \hat{p} = p^+ \)), then \( x_{i,j}, j \in \mathbb{Z}_k \) are chosen as interior left Radau points, which yields
\[
A_{i,k+1} = 0, \quad (\beta p - \beta \hat{p})|_{i-\frac{1}{2}} = 0.
\]
Then for both the LSV and RSV, we have \( I = 0 \). Consequently,
\[
a_i^1(v, p; w^*) = (v_i, w^*)_i - ((\beta p)_x)_i + \beta w(p - \hat{p})|_{i+\frac{1}{2}} - \beta w(p - \hat{p})|_{i-\frac{1}{2}} - R_i(\beta pw_x)
\]
\[
= (v_i, w^*)_i + (\beta p, w)_i - \beta w^-_{i+\frac{1}{2}}\hat{p}_{i+\frac{1}{2}} + \beta w^+_{i-\frac{1}{2}}\hat{p}_{i-\frac{1}{2}} - R_i(\beta pw_x),
\]
where in the last step, we have used the integration by parts. Then (2.22) follows. Following the same argument, we can obtain (2.23). This finishes our proof. \( \square \)

For any \( v \in U_h \), we introduce equivalent \( L^2 \)-norms defined by
\[
(v, \mathcal{F}v) = \sum_{i=1}^{N} (v, \mathcal{F}v)_i, \quad (v, \tilde{\mathcal{F}}v) = \sum_{i=1}^{N} (v, \tilde{\mathcal{F}}v)_i.
\]

It was proved in [3] that for GSV, there holds
\[
(v, v) \leq (v, \mathcal{F}v) \precsim (v, v), \quad (v, v) \leq (v, \tilde{\mathcal{F}}v) \precsim (v, v).
\]

As for RSV, since both the right and left Radau numerical quadratures are exact for polynomial of degree not more than 2\( k \), we have from (2.20) and (2.21) that
\[
(v, v) = (v, \mathcal{F}v) = (v, \tilde{\mathcal{F}}v).
\]

In other words, (2.25) holds true for both GSV and RRSV, which indicates \( (v, \mathcal{F}v) \) and \( (v, \tilde{\mathcal{F}}v) \) are both equivalent to the standard \( L^2 \)-norm.

Now we are ready to present the \( L^2 \) stability for both GSV and RSV schemes.

**Theorem 2.4.** Let \( (u_h, q_h) \) be the solution of (2.11). Then both GSV and RSV are \( L^2 \) stable, i.e.,
\[
\|u_h(\cdot, t)\|_0^2 + \int_0^t \|q_h\|_0^2 dt \lesssim \|u_0\|_0^2 + \int_0^t \|g\|_0^2 dt, \quad \forall t \in (0, t_0).
\]

**Proof.** By choosing \( w = v, \bar{w} = p \) in (2.22), (2.23) and using the numerical quadrature error, we get for all \( v, p \in U_h \) and \( v^* = \mathcal{F}v, p^* = \tilde{\mathcal{F}}p \) that
\[
a_i^1(v, p; v^*) = (v_i, v^*)_i + (\beta p, v_x)_i - \beta \hat{p}v^-|_{i+\frac{1}{2}} + \beta \hat{p}v^+|_{i-\frac{1}{2}} - R_i(\beta pv_x),
\]
\[
a_i^2(v, p; p^*) = (p, p^*)_i + (B(v, x), p_x)_i - \hat{B}p^-|_{i+\frac{1}{2}} + \hat{B}p^+|_{i-\frac{1}{2}} - \hat{R}_i(Bp_x).
\]

Recalling the definition of \( B \) in (2.3) and using the continuity of the linear variable function \( \beta = \beta(x) \), we have \( B(v, x)_x = \beta v_x, [B]_{i+\frac{1}{2}} = \beta[v]_{i+\frac{1}{2}} \). Then summing up all \( i \) from 1 to \( N \) yields
\[
\sum_{i=1}^{N} a_i^1(v, p; v^*) = (v, v^*) + (p, B_x) + \sum_{i=1}^{N} \left( \hat{p}[B]|_{i+\frac{1}{2}} - R_i(\beta pv_x) \right),
\]
\[
\sum_{i=1}^{N} a_i^2(v, p; p^*) = (p, p^*) + (B, p_x) + \sum_{i=1}^{N} \left( \hat{B}[p]|_{i+\frac{1}{2}} - \hat{R}_i(Bp_x) \right).
\]
We next estimate the numerical quadrature errors $R_i(\beta p v_x)$ and $\bar{R}_i(B p_x)$. Given any function $f$, we define $I_i f \mid_{x_i} \in \mathbb{P}_r$ the Lagrange interpolation function of $f$ with the interpolation point $x_{i,j}, 0 \leq j \leq r + 1$, where $r = k$ for GSV and $r = k + 1$ for the RSV. Since $R_i(f) = 0, f \in \mathbb{P}_{2k−1}$ for GSV and $R_i(f) = 0, f \in \mathbb{P}_{2k}$ for RSV, then we have for both GSV and RSV that

$$|R_i(f v_x)| = 0 \int_{x_i}^1 (f - I_i f) v_x \, dx \lesssim \|f - I_i f\|_{0,\tau_i} \|v_x\|_{0,\tau_i} \lesssim h^l \|v_x\|_{0,\tau_i} \|f\|_{l,\tau_i}, \quad l \leq k + 1. \quad (2.28)$$

The above identity is also valid for $\bar{R}_i(f v_x)$. Consequently,

$$|R_i(\beta p v_x)| = |R_i((\beta - \beta_i)p v_x)| \lesssim \|\beta - \beta_i\| p \|v_x\|_{0,\tau_i}.$$

Here $\beta_i$ denotes the cell average of $\beta$ in the interval $\tau_i$. Similarly, there holds

$$|\bar{R}_i(p x_P)| = |\bar{R}_i(p x_P(B - I_i B))| \lesssim h^{k+1} \|p x_P\|_{0,\tau_i} \|\partial^{k+1}_x B\|_{0,\tau_i}.$$

Using the inverse inequality and the fact that $B(v, x) = \beta v_x$, we have for all $v, p \in U_h$ that

$$|R_i(\beta p v_x)| \lesssim \|p\|_{0,\tau_i} \|v\|_{0,\tau_i}, \quad |\bar{R}_i(p x_P)| \lesssim h^k \|p\|_{0,\tau_i} \|v\|_{k,\tau_i} \lesssim \|p\|_{0,\tau_i} \|v\|_{0,\tau_i}.$$

Substituting the above two inequalities into (2.27), we get for both LSV and RSV that

$$(v_t, \mathcal{F} v) + (p, \mathcal{F} p) \lesssim a(v, p; \mathcal{F} v, \mathcal{F} p) + \|v\|_{0}\|p\|_{0}. \quad (2.29)$$

Especially, we choose $(v, p) = (u_h, q_h)$ in the above inequality and use (2.11), (2.25) and Cauchy–Schwarz inequality and then obtain

$$\frac{d}{dt}(u_h, \mathcal{F} u_h) + (q_h, \mathcal{F} q_h) \lesssim \|u_h\|^2_0 + \|g\|^2_0,$$

which yields

$$(u_h, \mathcal{F} u_h)(t) + \int_0^t (q_h, \mathcal{F} q_h) \, dt \lesssim (u_h, \mathcal{F} u_h)(0) + \int_0^t (\|u_h\|^2_0 + \|g\|^2_0) \, dt.$$

Then (2.26) follows from the Gronwall inequality and the equivalence (2.25).

We end this subsection the discussion on the relationship between the proposed SV schemes and the LDG schemes. Recall the bilinear form of the LDG schemes for (2.2), which is defined by

$$a^1_i(v, p; w) = (v, w)_i + (\beta p, w_x)_i - \beta pw^-|_{i+1/2} + \beta pw^+|_{i-1/2},$$

$$a^2_i(v, p; w) = (p, w)_i + (B(v, x), x)_i - \bar{B}w^-|_{i+1/2} + \bar{B}w^+|_{i-1/2}.$$

Denoting

$$a_{LDG}(v, p; w, \bar{w}) = \sum_{i=1}^N a_i(v, p; w, \bar{w}), \quad \bar{a}_i(v, p; w, \bar{w}) = \bar{a}^1_i(v, p; w) + \bar{a}^2_i(v, p; w).$$

The LDG method for (2.2) is: Find $(u_h, q_h) \in U_h$ such that for all $w, \bar{w} \in U_h$

$$a_{LDG}(u_h, q_h; w, \bar{w}) = (g, w).$$
In light of (2.22), (2.23) and (2.20), we easily obtain for all \( w, \bar{w} \in U_h \)

\[
a(v, p; w^*, \bar{w}^*) = a_{\text{LDG}}(v, p; w, \bar{w}) + \sum_{i=1}^{N} (R_i(w_x(\partial_x^{-1}v_t - \beta p)) + \bar{R}_i(\bar{w}_x(\partial_x^{-1}p - B))),
\]

(2.30)

where \( w^* = \mathcal{F}w, \bar{w}^* = \mathcal{F}\bar{w} \). As we may observe, the bilinear forms of the proposed LSV and RSV schemes are equivalent to those of the LDG schemes, up to some Gauss or Radau numerical quadrature errors. Especially, for constant coefficients problem \( i.e., \alpha = \text{const}) \), we have

\[
B(v, x) = \beta v, \quad \bar{w}_x(\partial_x^{-1}p - B) \in \mathbb{P}_{2k}, \quad w_x(\partial_x^{-1}v_t - \beta p) \in \mathbb{P}_{2k}, \quad \forall v, p, w, \bar{w} \in U_h.
\]

Note that the left/right Radau numerical quadrature is exact for polynomial of degree not more than \( 2k \). Then for RSV,

\[
\bar{R}_i(\bar{w}_x(\partial_x^{-1}p - B)) = R_i(w_x(\partial_x^{-1}v_t - \beta p)) = 0.
\]

Consequently,

\[
a(v, p; w^*, \bar{w}^*) = a_{\text{LDG}}(v, p; w, \bar{w}), \quad \forall v, p \in U_h,
\]

which indicates that the RSV method is identical to the LDG method for constant diffusion problems with the source function \( g(x, t) \in \mathbb{P}_{2k} \).

### 2.4. Error estimates for linear diffusion problems

This subsection is dedicated to the error estimates for linear diffusion problems, \( i.e., \alpha = \alpha(x) \). To study the convergence of SV methods, we first introduce some interpolation functions. For any function \( v \in \mathcal{H}_h \), we denote by \( I^+_hv, I^-hv \in U_h \) the standard Lagrange interpolation of \( v \), which satisfy the following \( k + 1 \) conditions in each element \( \tau_i \):

\[
I^-hv(x_{i,j}) = v(x_{i,j}), \quad I^+_hv(x_{i+\frac{1}{2}, j}) = v(x_{i+\frac{1}{2}, j}), \quad \forall (i, j) \in \mathbb{Z}_N \times \mathbb{Z}_k,
\]

\[
I^+_hv(x_{i,j}) = v(x_{i,j}), \quad I^-hv(x_{i-\frac{1}{2}, j}) = v(x_{i-\frac{1}{2}, j}), \quad \forall (i, j) \in \mathbb{Z}_N \times \mathbb{Z}_k.
\]

Similarly, we can define the interpolation functions \( \bar{I}^+_hv, \bar{I}^-hv \in U_h \) of \( v \), with the interpolation points \( \bar{x}_{i,j} \) substituting of \( x_{i,j} \) in the above definition. By the standard approximation theory of the interpolation function, we have

\[
\| I^+_hv - v \|_{0,m} + \| I^-hv - v \|_{0,m} + \| \bar{I}^+_hv - v \|_{0,m} + \| \bar{I}^-hv - v \|_{0,m} \lesssim h^r \| v \|_{r,m}, \quad r \leq k + 1.
\]

Define

\[
(I_hu, I_hq) = \begin{cases} 
( \bar{I}^+_hu, \bar{I}^-hq ), & \text{for flux (2.5)}, \\
( I^+_hu, I^-hq ), & \text{for flux (2.6)}.
\end{cases}
\]

(2.31)

Due to the special construction of the interpolation function, we have for both fluxes (2.5) and (2.6) that

\[
\bar{I}^-hu(\bar{x}_{i,j}) = u(\bar{x}_{i,j}), \quad \bar{I}^-hq(x_{i,j}) = q(x_{i,j}), \quad (i, j) \in \mathbb{Z}_N \times \mathbb{Z}^+_h.
\]

(2.32)

**Theorem 2.5.** Let \( u \) be the solution of (2.1) satisfying \( u \in H^{k+2}, u_t \in H^{k+1} \), and \( (u_h, q_h) \) be the solution of (2.11) with the initial solution chosen as \( u_h(x, 0) = I_hu_0 \). Then for both the flux choices (2.5) and (2.6) and both GSV and RSV,

\[
\| u - u_h \|_0 + \int_0^t \| q - q_h \|_0 \, dt \lesssim h^{k+1}(\| u_t \|_{k+1} + \| u \|_{k+2}).
\]

(2.33)
Proof. Denoting
\[ \xi_u = u_h - I_h u, \quad \xi_q = q_h - I_h q. \]
By taking \((v, p) = (\xi_u, \xi_q)\) in (2.29) and the orthogonality \(a(u - u_h, q - q_h; w^*, \bar{w}^*) = 0\) for all \(w, \bar{w} \in U_h\), we get
\[
\frac{1}{2} \frac{d}{dt} (\xi_u, \mathcal{F}\xi_u) + (\xi_q, \mathcal{F}\xi_q) \lesssim a(\xi_u, \xi_q; \mathcal{F}\xi_u, \mathcal{F}\xi_q) + \|\xi_u\|_0 \|\xi_q\|_0
\]
\[
= a(u - I_h u, q - I_h q; \mathcal{F}\xi_u, \mathcal{F}\xi_q) + \|\xi_u\|_0 \|\xi_q\|_0. \tag{2.34}
\]
Recalling the definitions of \(a^1_i\) in (2.7) and using (2.32), we easily get for all \(w^* \in V_h, \bar{w}^* \in \bar{V}_h\) that
\[
a^1_i(u - I_h u, q - I_h q; w^*) = (u_t - I_h u_t, w^*)_i.
\]
On the other hand, by denoting \(v|_{i,j} = v(\bar{x}_{i,j})\) and using the continuity of \(\beta(x)\) and (2.3), we have
\[
[B]|_{i,j} := B^+(\bar{x}_{i,j}) - B^-(\bar{x}_{i,j}) = \int_{\bar{x}_{i,j}}^{\bar{x}_{i+1,j}} \beta v_x \, dx = \beta[\xi]|_{i,j}.
\]
Consequently, for both \(\mathcal{B} = B^+\) or \(\mathcal{B} = B^-\),
\[
\mathcal{B}(\bar{x}_{i,j+1}) - \mathcal{B}(\bar{x}_{i,j}) = \int_{\bar{x}_{i,j}}^{\bar{x}_{i,j+1}} \beta v_x \, dx + \beta(\bar{v} - v)|_{i,j+1} - \beta(\bar{v} - v)|_{i,j}
\]
\[
= \int_{\bar{x}_{i,j}}^{\bar{x}_{i,j+1}} \beta v_x \, dx + \beta \bar{v}|_{i,j+1} - \beta \bar{v}|_{i,j},
\]
which yields, together with the definition of \(a^2_i\) in (2.8),
\[
\begin{align*}
a^2_i(v, p; \bar{w}^*) &= (p, \bar{w}^*)_i - (\beta x v, \bar{w}^*)_i - \sum_{j=0}^{k} \bar{w}^*_{i,j}(\beta \bar{v}|_{i,j+1} - \beta \bar{v}|_{i,j}).
\end{align*}
\]
In light of (2.32), we easily obtain
\[
a^2_i(u - I_h u, q - I_h q; \bar{w}^*) = (q - I_h q, \bar{w}^*)_i - (\beta x (u - I_h u), \bar{w}^*).
\]
Consequently, we have from (2.16) and the second inequality of (2.19) that
\[
|a(u - I_h u, q - I_h q; \mathcal{F}\xi_u, \mathcal{F}\xi_q)| = |(u_t - I_h u_t, \mathcal{F}\xi_u)| + |(q - I_h q - \beta x (u - I_h u), \mathcal{F}\xi_q)|
\]
\[
\lesssim h^{k+1}(\|u_t\|_{k+1} + \|u\|_{k+2})(\|\xi_u\|_0 + \|\xi_q\|_0).
\]
Substituting the above inequality into (2.34) and using the Cauchy–Schwarz inequality gives
\[
\frac{1}{2} \frac{d}{dt} (\xi_u, \mathcal{F}\xi_u) + (\xi_q, \mathcal{F}\xi_q) \leq C h^{2(k+1)}(\|u_t\|_{k+1} + \|u\|_{k+2})^2 + \frac{1}{2} \|\xi_q\|^2_0,
\]
where \(C\) is a constant independent of the mesh size \(h\). Integrating the above inequality from \(0\) to \(t\) and using (2.25) and the Gronwall inequality, we get
\[
\|\xi_u\|^2_0 + \int_0^t \|\xi_q\|^2 \, dt \lesssim h^{2(k+1)}(\|u_t\|_{k+1} + \|u\|_{k+2})^2.
\]
Then the desired result follows from the approximation properties of \((I_h u, I_h q)\).
Remark 2.6. The stability result and optimal error estimates established in Theorems 2.4 and 2.5 are mainly based on linear diffusion equations. Although our numerical experiments show that the stability result and optimal error estimates hold true for nonlinear equations, its theoretical analysis is still lacking. Just as demonstrated in Theorem 2.4, the numerical quadrature errors appeared in the right hand side of (2.27) can not be bounded by the $L^2$ norms of $v$ and $p$ for nonlinear equations, which leads to the difficulty in stability. Choosing suitable SV numerical fluxes may provide a new approach to study the stability of SV method for nonlinear equations. The theoretical analysis of SV methods for nonlinear problems is interesting yet difficult, and it deserves a separate study.

3. SV METHOD FOR MULTIDIMENSIONAL LINEAR DIFFUSION PROBLEMS

In this section, we present the SV scheme for multidimensional linear diffusion problems and investigate its stability and convergence. The analysis for multidimensional nonlinear diffusion problems deserves a separate study and thus we skip it here. To simplify our analysis and make the idea clear, we will use the two dimensional linear diffusion problems as a model. The methodology we adopt can also be applied to linear diffusion equation in higher dimensions, e.g., three dimension.

We consider the SV method for the following two dimensional linear diffusion problems

$$\begin{align*}
    &u_t = \nabla \cdot (\alpha \nabla u), \quad (x, y, t) \in [a, b] \times [c, d] \times (0, t_0], \\
    &u(x, y, 0) = u_0(x, y),
\end{align*}$$

(3.1)

where both $u_0$ and $\alpha := \alpha(x, y) \geq 0$ are smooth. For simplicity, we still consider the periodic boundary condition.

We rewrite the above equation into its equivalent system:

$$
    u_t = \nabla \cdot (\beta q), \quad q = \beta \nabla u := \nabla B, \quad \beta = \sqrt{\alpha}.
$$

(3.2)

3.1. SV schemes

Let $a = x_{\frac{1}{2}} < x_{\frac{3}{2}} < \cdots < x_{M+\frac{1}{2}} = b$ and $c = y_{\frac{1}{2}} < y_{\frac{3}{2}} < \cdots < y_{N+\frac{1}{2}} = d$. Denote by $T_h$ the rectangular partition of $\Omega$. That is,

$$
    T_h = \left\{ \tau_{m,n} = \left[ x_{m-\frac{1}{2}}, x_{m+\frac{1}{2}} \right] \times \left[ y_{n-\frac{1}{2}}, y_{n+\frac{1}{2}} \right] : (m, n) \in \mathbb{Z}_M \times \mathbb{Z}_N \right\}.
$$

For any $\tau \in T_h$, we denote by $h_x^\tau, h_y^\tau$ the lengths of $x$- and $y$-directional edges of $\tau$, respectively. $h$ is the maximal length of all edges, and $h_{\min} = \min(h_x^\tau, h_y^\tau)$. Let $\tau_x^\tau = \left[ x_{m-\frac{1}{2}}, x_{m+\frac{1}{2}} \right], \tau_y^\tau = \left[ y_{n-\frac{1}{2}}, y_{n+\frac{1}{2}} \right]$. We assume that the mesh $T_h$ is quasi-uniform in the sense that there exist constants $c_1, c_2 > 0$ such that

$$
    h \leq c_1 h_x^\tau, \quad h \leq c_2 h_y^\tau \quad \forall \tau \in T_h.
$$

Denote by $Q_k(x, y) = \mathbb{P}_k(x) \times \mathbb{P}_k(y)$ the tensor product bi-$k$ polynomial space, and define the finite element space

$$
    U_h = \{ v : v|_\tau \in Q_k, \tau \in T_h \}. \quad U_h = \{ v : v|_\tau \in [Q_k]^2, \tau \in T_h \}.
$$

Let $-1 = s_0 < s_1 < \ldots < s_k < s_{k+1} = 1$, and $-1 = \bar{s}_0 < \bar{s}_1 < \ldots < \bar{s}_k < \bar{s}_{k+1} = 1$, and define $\bar{\tau} = [-1, 1] \times [-1, 1]$. Assume that $F_\tau$ is the affine mapping from $\bar{\tau}$ to $\tau$, and

$$
    \mathcal{G}_\tau = \{ g_{i,j}^\tau, g_{j,i}^\tau : g_{i,j}^\tau = F_\tau(s_i, s_j), i, j \in \mathbb{Z}_{k+1}, j \in \mathbb{Z}_{k+1} \},
$$

$$
    \mathcal{G}_{\bar{\tau}} = \{ \bar{g}_{i,j}^\tau, \bar{g}_{j,i}^\tau : \bar{g}_{i,j}^\tau = F_\tau(\bar{s}_i, \bar{s}_j), i, j \in \mathbb{Z}_{k+1}, j \in \mathbb{Z}_{k+1} \}.
$$

Two types of control volumes can be constructed by using the above $(k+2)^2$ points, i.e.,

$$
    \begin{align*}
        &V_{i,j}^\tau = \left[ g_{i}^{\tau_x, x_{i+1}} \times g_{j}^{\tau_y, y_{j+1}} \right], \quad \bar{V}_{i,j}^\tau = \left[ \bar{g}_{i}^{\tau_x, x_{i+1}} \times \bar{g}_{j}^{\tau_y, y_{j+1}} \right], \quad (i, j) \in \mathbb{Z}_k^2 \times \mathbb{Z}_k^2,
    \end{align*}
\]
The SV schemes for (3.2) is to find a \( u_h \in U_h, q_h \in U_h \) such that for all \( (i, j) \in \mathbb{Z}_k^0 \times \mathbb{Z}_k^0 \)

\[
\int_{V^*_i,j} \partial_t u_h \, dx \, dy - \int_{\partial V^*_i,j} \beta \hat{q}_h \cdot \mathbf{n} \, ds = 0,
\]

\[
\int_{V^*_i,j} q_h \, dx \, dy - \int_{\partial V^*_i,j} \hat{B} \mathbf{n}_0 \cdot \mathbf{n} \, ds = 0.
\]

(3.3)

Here \( \hat{q}_h, \hat{B} \) denote the numerical fluxes, \( \mathbf{n}_0 = (1, 1) \), and \( \mathbf{n} \) is the outward normal vector. We still take the alternating flux as our numerical fluxes, \( i.e., \)

\[
\left( \hat{q}_h, \hat{B} \right) = (q^+_h, B^-) \quad \text{or} \quad \left( \hat{q}_h, \hat{B} \right) = (q^-_h, B^+) \quad \text{(3.4)}
\]

Similar to the 1D case, we consider two classes of SV schemes here, \( i.e., \) GSV schemes in which \( s_j, \tilde{s}_j \) are chosen as Gauss points, and RSV schemes in which \( s_j, \tilde{s}_j \) are chosen as right or left Radau points dependent on the choice of numerical fluxes.

We next reformulate the SV scheme (3.3) into its equivalent Petorv–Glerkin form. To this end, we first define two piecewise test spaces as follows.

\[
V_h = \left\{ w^* : w^*|_{V^*_{i,j}} \in P_0, (i, j) \in \mathbb{Z}_k^0 \times \mathbb{Z}_k^0 \right\}, \quad V_h = \left\{ w^* : w^*|_{V^*_{i,j}} \in [P_0]^2, (i, j) \in \mathbb{Z}_k^0 \times \mathbb{Z}_k^0 \right\}.
\]

Note that any function \( w^* \in V_h, w^* \in V_h \) can be represented as

\[
w^*(x, y, t) = \sum_{\tau \in T_h} \sum_{i,j=0}^k w^{\tau,*}_{i,j}(t) \chi_{V^*_{i,j}}(x, y), \quad w^*(x, y, t) = \sum_{\tau \in T_h} \sum_{i,j=0}^k w^{\tau,*}_{i,j}(t) \chi_{V^*_{i,j}}(x, y).
\]

For all \( w^* \in V_h, w^* \in V_h \), we define

\[
a^1_\tau(v, p; w^*) = \sum_{i,j=0}^k w^{\tau,*}_{i,j} \left( \int_{V^*_{i,j}} \partial_t v \, dx \, dy - \int_{\partial V^*_{i,j}} \beta \hat{p} \cdot \mathbf{n} \, ds \right),
\]

\[
a^2_\tau(v, p; w^*) = \sum_{i,j=0}^k w^{\tau,*}_{i,j} \left( \int_{V^*_{i,j}} p \, dx \, dy - \int_{\partial V^*_{i,j}} \hat{B} \mathbf{n}_0 \cdot \mathbf{n} \, ds \right).
\]

(3.5)

Then the SV scheme (3.3) can be rewritten as: Find a \( u_h \in U_h, q_h \in U_h \) such that

\[
a(u_h, q_h; w^*, w^*) = 0, \quad \forall w^* \in V_h, w^* \in V_h,
\]

(3.6)

where

\[
a(u_h, q_h; w^*, w^*) = \sum_{\tau \in T_h} \left( a^1_\tau(u_h, q_h; w^*) + a^2_\tau(u_h, q_h; w^*) \right).
\]

3.2. Transformation from the trial space to the test space

Similar to the 1D problem, we need to define a special transformation from the trial space to the test space, which is of great importance in our stability analysis.

For any \( \tau = \tau_{p,q} \in T_h \), we denote by \( R^\tau_x(f) \) and \( R^\tau_y(f) \) the corresponding residual error of numerical quadrature along \( x \) and \( y \) directions, respectively. That is,

\[
R^\tau_x f(y) = \int_{x_{p-\frac{1}{2}}}^{x_{p+\frac{1}{2}}} f(x, y) \, dx - \sum_{i=0}^{k+1} A_{i}^{\tau,x} f(g_{i}^{\tau,x}, y),
\]

(3.7)
\[
R^y_x f(x) = \int_{y - \frac{1}{2}}^{y + \frac{1}{2}} f(x, y) \, dy - \sum_{j=0}^{k+1} A_j^{x, y} f(x, g_j^{x, y}), \quad \forall f \in L^1(\tau). \tag{3.8}
\]

Here \( A_i^{x} = \frac{k_x}{2} A_i, A_j^{y} = \frac{k_y}{2} A_j \). Let \( A_{i,j}^{x} = A_i^{x} A_j^{y}, (i, j) \in \mathbb{Z}_k^0 \times \mathbb{Z}_k^0 \). The residual error \( \bar{R}^y_x (f) \) and \( \bar{R}^x_y (f) \) can be defined by the similar way with \( g_i^{x}, g_j^{y} \) replaced by \( \bar{g}_i, \bar{g}_j \). For any \( w^* \in V_h \), we denote the jump of \( w^* \) at \( \bar{g}_{i,j} \) along \( x \) and \( y \) directions as
\[
[w^{r,*}_{x}] = w^{r,*}_{i,j} - w^{r,*}_{i-1,j}, \quad [w^{r,*}_{y}] = w^{r,*}_{i,j} - w^{r,*}_{i,j-1},
\]
and the double layer jump as
\[
[w^{r,*}_{x}] = w^{r,*}_{i,j} + w^{r,*}_{i-1,j-1} - w^{r,*}_{i-1,j} - w^{r,*}_{i,j-1}, \quad (i, j) \in \mathbb{Z}_k \times \mathbb{Z}_k.
\]

Now we define transformation \( \mathcal{F} : U_h \rightarrow V_h \) by
\[
\mathcal{F} w|_\tau = w^{r,*}_{r} := \sum_{i=0}^{k} \sum_{j=0}^{k} w^{r,*}_{i,j}(t) \chi_{V_{i,j}}(x, y), \quad \forall \tau \in T_h, \tag{3.9}
\]
where the \((k+1)^2\) coefficients \( w^{r,*}_{i,j}, (i, j) \in \mathbb{Z}_k^0 \times \mathbb{Z}_k^0 \) are defined as
\[
[w^{r,*}_{0,0}] = (w + A_{0,0}^{x} w_x + A_{0,0}^{y} w_y)(g_{0,0}), \\
[w^{r,*}_{i,j}] = A_{i,j}^{x} w_x (g_{i,j}), \\
[w^{r,*}_{0,j}] = A_{0,j}^{y} w_y (g_{0,j}), \tag{3.10}
\]
For any \( i, j \geq 1 \), a direct calculation yields
\[
w^{r,*}_{i,j} = \sum_{r=1}^{i} \sum_{l=1}^{j} [w^{r,*}_{r,l}] + \sum_{l=1}^{j} [w^{r,*}_{0,l}] + \sum_{r=1}^{i} [w^{r,*}_{r,0}] + w^{r,*}_{0,0}
= \sum_{r=1}^{i} \sum_{l=1}^{j} A_{r,l}^{x} w_x (g_{r,l}) + \sum_{l=1}^{j} A_{0,l}^{y} w_y (g_{0,l}) + \sum_{r=1}^{i} A_{r,0}^{y} w_x (g_{r,0}) + w(g_{0,0}).
\]
By using the inverse inequality, we easily get
\[
\| \mathcal{F} w \|_{0, \tau} \lesssim \| w \|_{0, \tau}, \quad \forall w \in U_h.
\]
Similarly, we can define a transformation \( \bar{\mathcal{F}} \) from the vector trial space \( U_h \) to the vector test space \( V_h \) with the points \( \bar{g}_{i,j} \) replaced by \( \bar{g}_{i,j} \), and there also holds
\[
\| \bar{\mathcal{F}} w \|_{0, \tau} \lesssim \| w \|_{0, \tau}, \quad \forall w \in U_h.
\]
Denote \( v(x, \cdot)^h_a = v(b, \cdot) - v(a, \cdot), \quad (w, v)_{\tau} = \int_{\tau} (wv)(x, y) \, dx \, dy, \quad (w, v) = \sum_{\tau \in T_h} (w, v)_{\tau}. \)
In each element \( \tau = \tau_m^x \times \tau_n^y \), we define
\[
\langle v, w \rangle_{\tau} = \int_{\tau} (wv)(x_{m+\frac{1}{2}}, y) - (wv)(x_{m-\frac{1}{2}}, y) \, dy. \tag{3.11}
\]
Since the transformations \( \mathcal{F} \) and \( \bar{\mathcal{F}} \) share the same properties, we next only consider the property of \( \mathcal{F} \) and the same argument can be applied to \( \bar{\mathcal{F}} \).
**Lemma 3.1.** For all \( v \in \mathcal{H}_h, w \in \mathcal{U}_h \), let \( \mathcal{F} \) be defined by (3.9). Then

\[
\langle v, \mathcal{F}w \rangle_{\partial \tau_g} = \langle v, w \rangle_{\partial \tau_g} + R^g_\tau(w_g \partial_y^{-1}v)g^\tau_{h_i} + E_2(v, w) - E_1(v, w),
\]

(3.12)

\[
\langle v, \mathcal{F}w \rangle_\tau = \langle v, w \rangle_\tau + \mathcal{E}_\tau(v, w),
\]

(3.13)

where for all \( \tau = \tau_n^x \times \tau_m^y \), \( R^g_\tau, R^y_\tau \) are given in (3.7) and (3.8), and

\[
E_1(v, w) = A_0^\tau_x \left( \int_{\tau_n^y} g^\tau_{h_i} (v_0x, y) dy + R^y_\tau(w_g \partial_y^{-1}v)(g_0^\tau_{h_i}) \right),
\]

(3.14)

\[
E_2(v, w) = -A_{k+1}^\tau_x \left( \int_{\tau_n^y} g^\tau_{h_i} (v_{k+1}, y) dy + R^y_\tau(w_g \partial_y^{-1}v)(g_{h_i}^{k+1}) \right),
\]

(3.15)

\[
\mathcal{E}_\tau(v, w) = \int_{\tau_n^y} R^y_\tau(w_g \partial_y^{-1}v) dy + \int_{\tau_n^y} R^y_\tau(w_g \partial_y^{-1}v) dx + R^y_\tau R^y_\tau(w_g \partial_y^{-1}v) dx.
\]

(3.16)

The proof of Lemma 3.1 is given in Appendix A.

**Lemma 3.2.** For all \( \tau = [x_m^x - \frac{1}{2}, x_{m+\frac{1}{2}}] \times [y_n^y - \frac{1}{2}, y_{n+\frac{1}{2}}] \), there hold

\[
\langle v, \mathcal{F}w \rangle_\tau = -(v, w_\tau) + \langle \hat{v}, w \rangle_{\partial \tau_g} + \mathcal{E}_\tau(v, w),
\]

(3.17)

\[
\langle v, \mathcal{F}w \rangle_\tau = -(v, w_\tau) + \langle \hat{v}, w \rangle_{\partial \tau_g} + \mathcal{E}_\tau(v, w),
\]

(3.18)

where \( \mathcal{E}_\tau \) is defined in (3.16) and

\[
\mathcal{E}_\tau^1(v, w) = R^y_\tau(w_g \partial_y^{-1}(\hat{v} - v))|_{x_{m+\frac{1}{2}}}^{x_m^x}, \quad \mathcal{E}_\tau^2(v, w) = R^y_\tau(w_g \partial_y^{-1}(\hat{v} - v))|_{y_{n+\frac{1}{2}}}^{y_n^y}.
\]

(3.19)

Consequently, for all \( v = (v_1, v_2) \in \mathcal{H}_h \times \mathcal{H}_h \),

\[
(\nabla \cdot \hat{v}, \mathcal{F}w)_\tau = -(v, \nabla w)_\tau + \int_{\partial \tau} w \hat{n} ds + \mathcal{E}_\tau^1(v_1, w_\tau) + \mathcal{E}_\tau^2(v_2, w_\tau) + \mathcal{E}_\tau(\nabla \cdot v, w).
\]

(3.20)

**Proof.** We only prove (3.17) as the same argument can be applied to (3.18).

Let \( w^* = \mathcal{F}w \). By (3.12), we have

\[
\langle \hat{v}, w^* \rangle_\tau = \langle v, w^* \rangle_\tau + \langle \hat{v} - v, w^* \rangle_{\partial \tau_g}
\]

\[
= \langle v, w^* \rangle_\tau + \langle \hat{v} - v, w^* \rangle_{\partial \tau_g} + R^y_\tau(w_g \partial_y^{-1}(\hat{v} - v))|_{g_{h_i}^{k+1}}^{g_{h_i}^\tau_{h_i}} + (E_2 - E_1)(\hat{v} - v, w),
\]

where \( E_1, E_2 \) are defined in (3.14) and (3.15). Using (3.13) and the integration by parts, we get

\[
\langle \hat{v}, w^* \rangle_\tau = -(v, w_\tau) + \langle \hat{v}, w \rangle_{\partial \tau_g} + \mathcal{E}_\tau(v, w_\tau) + \mathcal{E}_\tau^1(v, w) + (E_2 - E_1)(\hat{v} - v, w).
\]

Recalling the definition of \( E_1, E_2 \) in (3.14) and (3.15), we have \((E_2 - E_1)(\hat{v} - v, w) = 0\) for GSV since \( A_{k+1}^{x} = A_{k+1}^x = 0 \). As for RSV, if the flux is chosen as \( \hat{v} = v^- \), then \((\hat{v} - v)(g_{k+1}^{-}, y) = 0 \) and thus \( E_2(\hat{v} - v, w) = 0 \). On the other hand, the abscissas are taken as right Radau points in case \( \hat{v} = v^- \), which yields \( A_{k}^{x} = 0 \), \( E_1(\hat{v} - v, w) = 0 \). Similarly, if \( \hat{v} = v^+ \), we have \((\hat{v} - v)(g_{k+1}^{+}, y) = 0 \) and the abscissas are left Radau points and thus \( A_{k+1}^{x} = 0 \). Consequently, for both flux choices,

\[
(E_2 - E_1)(\hat{v} - v, w) = 0.
\]

Then the desired result (3.17) follows. Combining (3.17) and (3.18), we obtain (3.20) directly. \(\square\)
We end this subsection the comparison of the SV method and the LDG method. Define
\[
\tilde{a}_1^I(v, p; w) = (v_t, w)_\tau + (\beta p, \nabla w)_\tau - \int_{\partial\tau} w_\tau \beta p \cdot n \, ds,
\]
\[
\tilde{a}_2^I(v, p; w) = (p, w)_\tau + (B, \nabla \cdot w)_\tau - \int_{\partial\tau} B w \cdot n \, ds.
\]
Here \( B := B(v, x, y) \) is defined in (3.2). For simplicity, we adopt the notation \( B(v) \) instead of \( B(v, x, y) \) if no confusion arises. Then the LDG method for (3.2) is: find \( u_h \in U_h, q_h \in U_h \) such that
\[
\tilde{a}_1^I(v_h, q_h; w_h) = 0, \quad \tilde{a}_2^I(u_h, q_h; w) = 0, \quad \forall \tau \in T_h, w \in V_h, w \in V_h.
\]
In light of (3.5), we get
\[
a_1^I(v, p; w^*) = (v_t, w^*)_\tau - \left( \nabla \cdot \left( \beta p \right), w^* \right)_\tau, \quad a_2^I(v, p; w^*) = (p, w^*)_\tau - \left( \nabla B(v), w^* \right)_\tau.
\]
By using (3.13) and (3.20), we have for all \( p = (p_1, p_2) \)
\[
a_1^I(v, p; \mathbf{F} w) = \tilde{a}_1^I(v, p; w) - \mathcal{E}_r^1(\beta p_1, w) - \mathcal{E}_r^2(\beta p_2, w) + \mathcal{E}_r(v_t - \nabla \cdot (\beta p), w). \tag{3.21}
\]
Similarly, there holds for all \( w \in (w_1, w_2) \)
\[
a_2^I(v, p; \mathbf{F} w) = \tilde{a}_2^I(v, p; w) - \mathcal{E}_r^1(B, w_1) - \mathcal{E}_r^2(B, w_2) + \mathcal{E}_r(p - \nabla B(v), w). \tag{3.22}
\]
where \( \mathcal{E}_r, \mathcal{E}_r^i, i = 1, 2 \) are given in (3.16) and (3.19) with \( R^+_r, R^-_r \) substituting of \( R^+_r, R^-_r \), respectively. As indicated by (3.21) and (3.22), the proposed GSV and RSV schemes are equivalent to the counterpart LDG schemes up to some Gauss or Radau numerical quadrature errors. Especially, for constant coefficients problems, \textit{i.e.}, \( \alpha = \text{const} \) in (3.2), using the left or right Radau quadrature is exact for polynomials of degree not more than 2\( k \), we get for all \( v \in U_h, p = (p_1, p_2) \in U_h, w = (w_1, w_2) \in U_h \)
\[
\mathcal{E}_r^1(\beta p_1, w) = \mathcal{E}_r^2(\beta p_2, w) = \mathcal{E}_r(v_t - \nabla \cdot \beta p, w) = 0,
\]
\[
\mathcal{E}_r^1(B, w_1) = \mathcal{E}_r^2(B, w_2) = \mathcal{E}_r(p - \nabla B(v), w) = 0,
\]
which indicates that the RSV method is exactly the same as the LDG method when applied to constant diffusion problems.

3.3. Stability

To study the stability of the SV schemes, we first estimate the numerical quadrature errors appeared in (3.21) and (3.22).

Lemma 3.3. For any \( v, p \in U_h, \) let \( \mathcal{E}_r^i(B(v), p), i = 1, 2 \) be defined in (3.19) with \( (\tilde{B}, p) = (B^+, p^-) \) or \( (\tilde{B}, p) = (B^-, p^+) \), and \( \mathcal{E}_r(B(v), p) \) be defined in (3.16). Denote
\[
I_r = \mathcal{E}_r^1(B(v), p) + \mathcal{E}_r^2(B(v), p) + \mathcal{E}_r((\beta p)_x, v) + \mathcal{E}_r(B(v)_x, p),
\]
\[
J_r = \mathcal{E}_r^1(B(v), p) + \mathcal{E}_r^2(B(v), p) + \mathcal{E}_r((\beta p)_y, v) + \mathcal{E}_r(B(v)_y, p).
\]

Then for both GSV and RSV,
\[
\left| \sum_{\tau \in T_h} I_r \right| \lesssim \|v\|_0\|p\|_0, \quad \left| \sum_{\tau \in T_h} J_r \right| \lesssim \|v\|_0\|p\|_0. \tag{3.23}
\]
The proof of Lemma 3.3 is given in the Appendix A.

Similar to the 1D case, we define
\[ (v, \mathcal{F} v) = \sum_{\tau \in T_h} (v, \mathcal{F} v)_\tau. \]

In light of (3.13), we have
\[ (v, \mathcal{F} v) = (v, v) + \sum_{\tau \in T_h} \mathcal{E}_\tau(v, v). \]

Recalling the definition of \( \mathcal{E}_\tau \) in (3.16), we have \( \mathcal{E}(v, w) = 0, v, w \in U_h \) for the RSV scheme. As for the GSV scheme, by using the error of Gauss numerical quadrature in \([-1, 1]\), there holds for some \( \xi \in (-1, 1) \)
\[ R(f) = c_k \partial^2 f(\xi), \text{ with } c_k = \frac{2^{2k+1}(k!)^4}{(2k+1)(2k)!^3}. \] (3.24)

By a scaling from \([-1, 1]\) to \( \tau^*_m \) and \( \tau^*_n \) and using the fact that \( \partial_{x}^k v, \partial_{y}^k v \) are both constants for all \( v \in U_h \), we get for any \( \tau = \tau^*_m \times \tau^*_n \) that
\[ \mathcal{E}_\tau(v, v) = c \left( (h^m_\tau)^{2k} \| \partial_{x}^k v \|^2_{0, \tau} + c(h^n_\tau)^{2k} \| \partial_{y}^k v \|^2_{0, \tau} + (h^m_\tau)^{2k} \| \partial_{x}^k v \|^2_{0, \tau} \right). \]

Here \( c \) is a positive constant only dependent on \( k \). Then a direct calculation from the inverse inequality yields
\[ 0 \leq \mathcal{E}_\tau(v, v) \lesssim \| v \|_{0, \tau}, \quad \forall v \in U_h. \]

Consequently, for both GSV and RSV,
\[ (v, v) \leq (v, \mathcal{F} v) \lesssim (v, v), \quad \forall v \in U_h. \] (3.25)

Similarly, we can prove
\[ (p, p) \leq (p, \mathcal{F} p) \lesssim (p, p), \quad \forall p \in U_h. \] (3.26)

Now we are ready to present the stability result for both RSV and GSV schemes.

**Theorem 3.4.** Let \( u_h, q_h \) be the solution of the SV scheme (3.6). Then for both GSV and RSV schemes,
\[ \| u_h(\cdot, t) \|_0^2 + \int_0^t \| q_h \|_0^2 \, dt \lesssim \| u_0 \|_0^2, \quad \forall t \in (0, t_0]. \] (3.27)

**Proof.** For all \( v \in U_h, p = (p_1, p_2) \in U_h \times U_h \), denoting \( (v^*, p^*) = (\mathcal{F} v, \mathcal{F} p) \). Recalling the definition of \( a^1_\tau \) and using (3.17)–(3.20), we get
\[ a^1_\tau(v, p; v^*) = (v_t, v^*)_\tau - (\nabla \cdot (\bar{\beta} p), v^*)_\tau = (v_t, v^*)_\tau + (\beta p, \nabla v)_\tau - \int_{\partial \tau} v \bar{\beta} p \cdot n \, ds - \mathcal{E}_\tau^1(\beta p_1, v) - \mathcal{E}_\tau^2(\beta p_2, v) - \mathcal{E}_\tau(\nabla \cdot (\beta p), v). \]

Similarly, there holds
\[ a^2_\tau(v, p; p^*) = (p, p^*)_\tau + (B, \nabla \cdot p)_\tau - \int_{\partial \tau} \bar{B} p \cdot n \, ds - \mathcal{E}_\tau^1(B, p_1) - \mathcal{E}_\tau^2(B, p_2) - \mathcal{E}_\tau(\nabla B, p). \]

Summing up all \( \tau \) and using the flux choice (2.5) or (2.6) and the periodic boundary condition, we have
\[ a(v, p; v^*, p^*) = (v_t, v^*) + (\beta p, \nabla v) + (B, \nabla \cdot p) - \sum_{\tau \in T_h} \left( \int_{\partial \tau} v \bar{\beta} p \cdot n \, ds + \int_{\partial \tau} \bar{B} p \cdot n \, ds \right) + H, \]
where

\[ H = \sum_{\tau \in T_h} (\nabla\tau^z(B, p_1) + \nabla\tau^z(B, p_2) + \nabla\tau^z(\beta p_1, v) + \nabla\tau^z(\beta p_2, v) + \nabla\tau(\nabla B, p) + \nabla(\nabla \cdot (\beta p), v)). \]

Due to the special choice of the numerical fluxes and the periodic boundary condition, we have

\[ (\beta p, \nabla v) + (B, \nabla \cdot p) - \sum_{\tau \in T_h} \left( \int_{\partial\tau} v\beta p \cdot n\, ds + \int_{\partial\tau} \tilde{B}p \cdot n\, ds \right) = 0. \]

On the other hand, we use the conclusion (3.23) in Lemma 3.3 and then get

\[ |H| \lesssim \|v\|_0 \|p\|_0, \]

and thus

\[ (v_t, v^*) + (p, p^*) \leq a(v, p; v^*, p^*) + \left| \sum_{\tau \in T_h} H_{\tau} \right| \lesssim \|v\|_0 \|p\|_0. \]

Choosing \((v, p) = (u_h, q_h)\) in the above inequality and using (3.6), we get

\[ \frac{d}{dt}(u_h, \mathcal{F}u_h) + (q_h, \mathcal{F}q_h) \lesssim \|u_h\|_0 \|q_h\|_0. \]

Then (3.27) follows from the Gronwall inequality and the \(L^2\) equivalences (3.25) and (3.26).

### 3.4. Error estimates

This subsection is dedicated to error estimates of the SV method for 2D equations in rectangular meshes. To this end, we first introduce a suitable projection similar to the one-dimensional case, which is defined by

\[ (\Pi_h u, \Pi_h q) = ((I_h^x \otimes I_h^y) u, (I_h^x \otimes I_h^y) q), \]

where the superscripts indicate the application of the one-dimensional operator \(I_h^x\) with respect to the variable \(x\) and \(I_h^y\) with respect to the variable \(y\). The operator \(I_h^x u\) follows the same definition along the \(y\) direction. The definition of \((I_h^x u, I_h^y q)\) ensures that for both alternating fluxes,

\[ \Pi_h u(g_i^{x}, y) = u(g_i^{x}, y) \Pi_h q(g_i^{x}, y) = q(g_i^{x}, y), \quad i \in \mathbb{Z}_{k+1}. \]

For any function \(v \in H_h\), we define

\[ \mathcal{Q}^x v = v - I_h^x v, \quad \mathcal{Q}^y v = v - I_h^y v. \]

We see that \(\mathcal{Q}^x v\) and \(\mathcal{Q}^y v\) is continuous about \(y\) and \(x\), respectively. By the approximation theory, we have for all \(r \leq l \leq k + 1\) that

\[ \|
\partial_x^r \mathcal{Q}^x v\|_{0, \tau} \lesssim h^{l-r} \|
\partial_x^r v\|_{0, \tau}, \quad \partial_y^r \mathcal{Q}^x v = \mathcal{Q}^x \partial_y^r v, \]

\[ \|
\partial_y^r \mathcal{Q}^y v\|_{0, \tau} \lesssim h^{l-r} \|
\partial_y^r v\|_{0, \tau}, \quad \partial_x^r \mathcal{Q}^y v = \mathcal{Q}^y \partial_x^r v. \]

Furthermore, a direct calculation yields that

\[ v - \Pi_h v = (I - I_h^x) v + (I - I_h^y) v - (I - I_h^x) (I - I_h^y) v = \mathcal{Q}^x v + \mathcal{Q}^y v - \mathcal{Q}^x \mathcal{Q}^y v. \]

Now we are ready to present the error estimates for the SV method.
\textbf{Theorem 3.5.} Let $u \in H^{k+3}$ be the solution of (3.1), and $\Pi_h u$ be the Lagrange interpolation function of $u$ defined by (3.29). Assume that $u_h, q_h$ are the solutions of the SV method (3.6) with the initial value chosen as $u_h(x, y, 0) = \Pi_h u_0(x, y)$. Then for both GSV and RSV,

$$\|u - u_h\|_0 + \int_0^t \|q - q_h\|_0 \, dt \lesssim h^{k+1}\|u\|_{k+3}. \quad (3.34)$$

\textbf{Proof.} First, denoting

$$\xi_u = u_h - \Pi_h u, \quad \xi_q = q_h - \Pi_h q,$$

Since the exact solution $(u, q)$ also satisfy (3.6), we take $(v, p) = (\xi_u, \xi_q)$ in (3.28) and use the orthogonality to get

$$(\partial_t \xi_u, \xi_u) + (\xi_u, \xi_q^*) \lesssim a(\xi_u, \xi_q^*, \xi_q^*) + \|\xi_u\|_0\|\xi_q\|_0$$

$$= a(u - \Pi_h u, q - \Pi_h q; \xi_u^*, \xi_q^*) + \|\xi_u\|_0\|\xi_q\|_0. \quad (3.35)$$

On the other hand, recalling the definitions of $a_1^r, a_2^r$ in (3.5), we get for all $w^* \in V_h, w^* \in V_h$

$$a_1^r(u - \Pi_h u, q - \Pi_h q; w^*) = (u_t - \Pi_h u_t, w^*)_\tau - \sum_{i,j=0}^k w_{i,j}^{\tau,*} \int_{\partial V_{i,j}}^\tau \beta(\mathbf{q} - \Pi_h \mathbf{q}) \cdot \mathbf{n} \, ds,$$

$$a_2^r(u - \Pi_h u, q - \Pi_h q; w^*) = (q - \Pi_h q, w^*)_\tau - \sum_{i,j=0}^k w_{i,j}^{\tau,*} \int_{\partial V_{i,j}}^\tau B(u - \Pi_h u) n_0 \cdot \mathbf{n} \, ds.$$

Using the error decomposition (3.33), we get

$$\sum_{i,j=0}^k w_{i,j}^{\tau,*} \int_{\partial V_{i,j}}^\tau \beta(\mathbf{q} - \Pi_h \mathbf{q}) \cdot \mathbf{n} \, ds = \sum_{i,j=0}^k w_{i,j}^{\tau,*} \int_{\partial V_{i,j}}^\tau \beta(\mathbf{Q}_x \mathbf{q} + \mathbf{Q}_y \mathbf{q} - \mathbf{Q}_x \mathbf{q} - \mathbf{Q}_y \mathbf{q}) \cdot \mathbf{n} \, ds.$$

In light of the properties of $\mathbf{Q}_x$ in (3.31) and the fact $\mathbf{Q}_x$ is continuous about $y$, we have

$$\sum_{i,j=0}^k w_{i,j}^{\tau,*} \int_{\partial V_{i,j}}^\tau \beta(\mathbf{Q}_y \mathbf{q}) \cdot \mathbf{n} \, ds = \sum_{i,j=0}^k w_{i,j}^{\tau,*} \int_{g_{j+1}}^{g_{j+1}}(\beta \mathbf{Q}_y q_2(x, g_{j+1}), y) \, dx$$

$$= \left(\beta \mathbf{Q}_y q_2, w^*\right)_\tau.$$

Similarly, there holds

$$\sum_{i,j=0}^k w_{i,j}^{\tau,*} \int_{\partial V_{i,j}}^\tau \beta(\mathbf{Q}_y \mathbf{q}) \cdot \mathbf{n} \, ds = \left(\beta \mathbf{Q}_y q_1, w^*\right)_\tau, \quad \sum_{i,j=0}^k w_{i,j}^{\tau,*} \int_{\partial V_{i,j}}^\tau \beta \mathbf{Q}_y \mathbf{Q}_x \mathbf{q} \cdot \mathbf{n} \, ds = 0.$$

Substituting the last three equations into $a_1^r$ yields

$$a_1^r(u - \Pi_h u, q - \Pi_h q; w^*) = (u_t - \Pi_h u_t, w^*)_\tau - \left((\beta \mathbf{Q}_y q_2, w^*)_\tau - ((\beta \mathbf{Q}_y q_1, w^*)_\tau.

\lesssim h^{k+1}(\|u\|_{k+1, \tau} + \|\mathbf{q}\|_{k+2, \tau})\|w^*\|_{0, \tau}.$$

Following the same argument, we have for all $w^* = (w_1^*, w_2^*)$

$$|a_2^r(u - \Pi_h u, q - \Pi_h q; w^*)| \lesssim h^{k+1}(\|\mathbf{q}\|_{k+1, \tau} + \|u\|_{k+2, \tau})\|w^*\|_{0, \tau}.$$
Therefore, 
\[ |a(u - \Pi_h u, q - \Pi_h q; w^*, w^*)| \lesssim h^{k+1}(\|u\|_{k+1} + \|u\|_{k+2})(\|w^*\|_0 + \|w^*\|_0), \]
which yields, together with (3.35) and (3.26) that
\[ (\partial_t \xi_u, \xi_u^*) + \|\xi_q\|_0^2 \lesssim h^{2(k+1)}(\|u_t\|_{k+1} + \|u_t\|_{k+2})^2 + \|\xi_u\|_0^2. \]
Integrating the above inequality from 0 to \(t\), using the Gronwall inequality and the \(L^2\) norm equivalence (3.25), we have
\[ \|\xi_u\|_0^2 + \int_0^t \|\xi_q\|_0^2 \lesssim h^{2(k+1)}(\|u_t\|_{k+1} + \|u_t\|_{k+2})^2. \]
Then the desired result follows from standard approximation property of the interpolation function and the inequality \(\|u_t\|_{k+1} \lesssim \|u\|_{k+3}\) due to \(u_t = -\nabla \cdot (\alpha \nabla u)\). \qed

4. Numerical results

In this section, we present some numerical examples to test the efficiency and accuracy of the SV method for solving the one and two dimensional diffusion equations. In our experiments, we implement the GSV and RSV numerical schemes with \(k = 1, 2, 3\) and the fluxes choice (2.5). We shall compute the \(L^2\) error for both the exact solution \(u\) and the auxiliary variable \(q\) or \(q\), which is denoted by \(\|e_u\|_0\) and \(\|e_q\|_0\) or \((\|e_q\|_0)\). To diminish the time discretization error, we use the fourth order Runge–Kutta method with time step \(\Delta t = 0.005h^2\).

Example 1. We solve the following problem
\[ u_t = (\alpha u_x)_x + g(x, t), \quad u(x, 0) = \sin(x), \quad u(0, t) = u(2\pi, t), \quad (x, t) \in [0, 2\pi] \times (0, 0.1]. \]
The source function \(g(x, t)\) is chosen such that the exact solution is
\[ u(x, t) = e^{-t} \sin(x). \]

We consider two cases: the linear equation with variable coefficient \(\alpha = 1 + \sin^2 x\) and the nonlinear equation with \(\alpha = \sin^2 u\). We use non-uniform meshes of \(N\) elements in our experiment, which are obtained by randomly and independently perturbing each node of a uniform mesh by up to some percentage. That is,
\[ x_j = \frac{2\pi j}{N} + \frac{0.01}{N} \sin \left( \frac{j\pi}{N} \right) \text{randn}(), \quad 0 \leq j \leq N, \]
where \text{randn}() returns a uniformly distributed random number in \((0, 1)\).

Table 1 shows the \(L^2\) errors and the corresponding convergence rate calculated from the GSV and RSV schemes for \(\alpha = 1 + \sin^2 x\) and \(k = 1, 2, 3\). We observe that, for both GSV and RSV, the convergence rates for the errors \(\|e_u\|_0\) and \(\|e_q\|_0\) can achieve \(O(h^{k+1})\). These numerical results verify the theoretical findings (2.33) in Theorem 2.5.

Listed in Table 2 are \(L^2\) errors and the rates of convergence of two SV schemes for the nonlinear problem with \(\alpha = \sin^2 u\). Similar to the linear equation, we again observe an optimal convergence order of \(O(h^{k+1})\) for both the errors \(\|e_u\|_0\) and \(\|e_q\|_0\), which indicates that the error estimate (2.33) also holds true for the nonlinear problems. Furthermore, as demonstrated from Tables 1 and 2, the GSV method seems to have larger \(L^2\) errors than the counterpart RSV method on the same meshes.

Example 2. We solve the following two dimensional diffusion equation
\[ u_t = \nabla \cdot (\alpha \nabla u) + g(x, y, t), \quad (x, y, t) \in [0, 2\pi] \times [0, 2\pi] \times (0, 0.1], \]
\[ u(x, y, 0) = \sin(x + y), \quad (x, y) \in [0, 2\pi] \times [0, 2\pi]. \]
We consider the constant coefficient case with the periodic boundary condition
\[ u(0, y, t) = u(2\pi, y, t) \quad \text{and} \quad u(x, 0, t) = u(x, 2\pi, t). \]

Table 1. \(L^2\) errors and corresponding convergence rates of the SV method for Example 1 with \(\alpha = 1 + \sin^2 x\) and \(k = 1, 2, 3\).

<table>
<thead>
<tr>
<th>(k)</th>
<th>(N)</th>
<th>(|e_u|_0)</th>
<th>Rate</th>
<th>(|e_q|_0)</th>
<th>Rate</th>
<th>(|e_u|_0)</th>
<th>Rate</th>
<th>(|e_q|_0)</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>8.95e-02</td>
<td>9.48e-02</td>
<td>-</td>
<td>4.85e-02</td>
<td>-</td>
<td>6.70e-02</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2.22e-02</td>
<td>2.01</td>
<td>2.66e-02</td>
<td>1.82</td>
<td>1.20e-02</td>
<td>2.02</td>
<td>1.75e-02</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>5.54e-03</td>
<td>2.00</td>
<td>6.86e-03</td>
<td>1.97</td>
<td>2.98e-03</td>
<td>2.00</td>
<td>4.39e-03</td>
<td>1.99</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>1.38e-03</td>
<td>2.00</td>
<td>1.73e-03</td>
<td>1.99</td>
<td>7.44e-04</td>
<td>2.00</td>
<td>1.10e-03</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>3.46e-04</td>
<td>2.00</td>
<td>4.312-04</td>
<td>2.00</td>
<td>1.86e-04</td>
<td>2.00</td>
<td>2.75e-04</td>
<td>2.00</td>
<td></td>
</tr>
</tbody>
</table>

| 8    | 6.81e-03 | 1.84e-02 | -    | 3.82e-03 | -    | 1.27e-02 | -    |
| 16   | 7.73e-04 | 3.14    | 2.33e-03 | 2.99   | 4.74e-04 | 3.01   | 1.48e-03 | 3.10 |
| 32   | 9.39e-05 | 3.04    | 2.94e-04 | 2.98   | 5.93e-05 | 3.00   | 1.87e-04 | 2.98 |
| 64   | 1.17e-05 | 3.00    | 3.71e-05 | 2.99   | 7.41e-06 | 3.00   | 2.35e-05 | 3.00 |
| 128  | 1.49e-06 | 2.98    | 4.68e-06 | 2.99   | 9.26e-07 | 3.00   | 2.93e-06 | 3.00 |

| 8    | 3.81e-04 | 1.82e-03 | -    | 1.83e-04 | -    | 1.13e-03 | -    |
| 16   | 2.21e-05 | 4.11    | 1.69e-04 | 3.43   | 1.16e-05 | 3.98   | 1.04e-04 | 3.43 |
| 32   | 1.30e-06 | 4.09    | 1.08e-05 | 3.97   | 7.30e-07 | 3.99   | 6.66e-06 | 3.97 |
| 64   | 9.21e-08 | 3.82    | 6.87e-07 | 3.97   | 4.84e-08 | 3.92   | 4.19e-07 | 3.99 |
| 128  | 5.14e-09 | 4.16    | 4.25e-08 | 4.01   | 2.80e-09 | 4.11   | 2.61e-08 | 4.01 |

Table 2. \(L^2\) errors and corresponding convergence rates of the SV method for Example 1 with \(\alpha = \sin^2 u\) and \(k = 1, 2, 3\).

<table>
<thead>
<tr>
<th>(k)</th>
<th>(N)</th>
<th>(|e_u|_0)</th>
<th>Rate</th>
<th>(|e_q|_0)</th>
<th>Rate</th>
<th>(|e_u|_0)</th>
<th>Rate</th>
<th>(|e_q|_0)</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3.77e-01</td>
<td>-</td>
<td>4.20e-02</td>
<td>-</td>
<td>2.15e-01</td>
<td>-</td>
<td>1.76e-01</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>9.26e-02</td>
<td>2.02</td>
<td>7.06e-02</td>
<td>-7.49</td>
<td>5.27e-02</td>
<td>2.03</td>
<td>8.26e-02</td>
<td>1.09</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2.28e-02</td>
<td>2.02</td>
<td>3.28e-02</td>
<td>1.10</td>
<td>1.24e-02</td>
<td>2.08</td>
<td>2.52e-02</td>
<td>1.72</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>5.53e-03</td>
<td>2.04</td>
<td>9.18e-03</td>
<td>1.84</td>
<td>3.02e-03</td>
<td>2.04</td>
<td>6.43e-03</td>
<td>1.97</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>1.36e-03</td>
<td>2.02</td>
<td>3.23e-03</td>
<td>1.98</td>
<td>7.47e-04</td>
<td>2.01</td>
<td>1.61e-03</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4.53e-02</td>
<td>-</td>
<td>2.21e-02</td>
<td>-</td>
<td>3.06e-02</td>
<td>-</td>
<td>2.40e-02</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7.54e-03</td>
<td>2.59</td>
<td>1.31e-02</td>
<td>0.76</td>
<td>4.10e-03</td>
<td>2.90</td>
<td>1.16e-02</td>
<td>1.05</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>9.82e-04</td>
<td>2.94</td>
<td>2.00e-03</td>
<td>2.71</td>
<td>5.09e-04</td>
<td>3.01</td>
<td>1.63e-03</td>
<td>2.83</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>1.20e-04</td>
<td>3.03</td>
<td>2.93e-04</td>
<td>2.77</td>
<td>6.23e-05</td>
<td>3.03</td>
<td>2.18e-04</td>
<td>2.90</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>1.40e-05</td>
<td>3.10</td>
<td>4.08e-05</td>
<td>2.85</td>
<td>7.63e-06</td>
<td>3.03</td>
<td>2.83e-05</td>
<td>2.95</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8.70e-03</td>
<td>-</td>
<td>1.92e-02</td>
<td>-</td>
<td>3.35e-03</td>
<td>-</td>
<td>2.23e-02</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>6.26e-04</td>
<td>3.80</td>
<td>1.47e-03</td>
<td>3.71</td>
<td>2.02e-04</td>
<td>4.05</td>
<td>1.44e-03</td>
<td>3.95</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3.35e-05</td>
<td>4.22</td>
<td>1.33e-04</td>
<td>3.47</td>
<td>1.20e-05</td>
<td>4.08</td>
<td>8.99e-05</td>
<td>4.00</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>1.61e-06</td>
<td>4.38</td>
<td>9.16e-06</td>
<td>3.86</td>
<td>7.26e-07</td>
<td>4.04</td>
<td>5.74e-06</td>
<td>3.97</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>8.15e-08</td>
<td>4.30</td>
<td>5.76e-07</td>
<td>3.99</td>
<td>4.49e-08</td>
<td>4.02</td>
<td>3.60e-07</td>
<td>4.00</td>
<td></td>
</tr>
</tbody>
</table>

with the periodic boundary condition
\[ u(0, y, t) = u(2\pi, y, t) \quad \text{and} \quad u(x, 0, t) = u(x, 2\pi, t). \]

We consider the constant coefficient case \(\alpha = 1\) and the variable coefficient case \(\alpha = 1 + \sin^2 x\). The source function \(g(x, y, t)\) is chosen such that the exact solution is
\[ u(x, y, t) = e^{-2t} \sin(x + y). \]
Table 3. $L^2$ errors and corresponding convergence rates of the SV method for Example 2 with $\alpha = 1$ and $k = 1, 2, 3$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$N$</th>
<th>$|e_u|_0$ Rate</th>
<th>$|e_q|_0$ Rate</th>
<th>$|e_u|_0$ Rate</th>
<th>$|e_q|_0$ Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>2.97e-01</td>
<td>5.58e-01</td>
<td>2.38e-01</td>
<td>4.89e-01</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>8.05e-02</td>
<td>1.35e-01</td>
<td>2.04</td>
<td>6.02e-02</td>
<td>1.98</td>
</tr>
<tr>
<td>32</td>
<td>2.01e-02</td>
<td>3.32e-02</td>
<td>2.03</td>
<td>1.51e-02</td>
<td>2.00</td>
</tr>
<tr>
<td>64</td>
<td>5.01e-03</td>
<td>8.25e-03</td>
<td>2.01</td>
<td>3.77e-03</td>
<td>2.00</td>
</tr>
<tr>
<td>128</td>
<td>1.25e-03</td>
<td>2.06e-03</td>
<td>2.00</td>
<td>9.43e-04</td>
<td>2.00</td>
</tr>
<tr>
<td>8</td>
<td>1.67e-02</td>
<td>3.82e-02</td>
<td>1.22e-02</td>
<td>2.40e-02</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2.41e-03</td>
<td>4.82e-03</td>
<td>2.99</td>
<td>1.53e-03</td>
<td>3.00</td>
</tr>
<tr>
<td>32</td>
<td>3.00e-04</td>
<td>6.06e-04</td>
<td>2.99</td>
<td>1.90e-04</td>
<td>3.00</td>
</tr>
<tr>
<td>64</td>
<td>3.74e-05</td>
<td>7.48e-05</td>
<td>3.02</td>
<td>2.38e-05</td>
<td>3.00</td>
</tr>
<tr>
<td>128</td>
<td>4.67e-06</td>
<td>9.35e-06</td>
<td>3.00</td>
<td>2.97e-06</td>
<td>3.00</td>
</tr>
</tbody>
</table>

Nonuniform meshes of $N \times N$ rectangles are obtained by randomly and independently perturbing each node in the $x$ and $y$ axes of a uniform mesh by up to some percentage. That is, for all $(i, j) \in \mathbb{Z}_N \times \mathbb{Z}_N^0$,

$$x_i = \frac{2\pi i}{N} + \frac{0.01}{N} \sin\left(\frac{i\pi}{N}\right) \text{randn}(), \quad y_j = \frac{2\pi j}{N} + \frac{0.01}{N} \sin\left(\frac{j\pi}{N}\right) \text{randn}().$$

We compute the numerical solution at $t = 0.1$. The computational results are given in Tables 3 and 4, from which we observe a convergence rate of $O(h^{k+1})$ for both $\|e_u\|_0$ and $\|e_q\|_0$ in cases $\alpha = 1$ and $\alpha = 1 + \sin^2 x$. These results are consistent with the error estimates (3.34) in Theorem 3.5, which indicates that the error bound given in (3.34) is sharp.

5. Concluding remarks

In this work, we present and develop two classes of arbitrary high order SV schemes for solving diffusion equations by using the LDG formulation to discretize the viscous flux. We prove that both the proposed GSV and RSV schemes are energy stable when alternating fluxes are used. Optimal error estimates for both the exact solution and the auxiliary variable are also established. The comparison between the proposed SV method and the standard LDG method is given. A interesting discovery is that: the RSV is identical to the LDG method when applied to constant diffusion equations. Generally speaking, the SV method shares similar behaviors on stability, accuracy and convergence, from the perspective of theoretical analysis. While in terms of computation complexity, LDG requires both volume and surface integrations. In contrast, SV requires only surface integrations and thus requires less computational efforts or CPU time to reach the same accuracy than the counterpart LDG method. This advantage in computation efficiency makes SV method more appealing for solving some comparatively complicated nonlinear diffusion equations, i.e., the porous medium equation (PME). The current study is our first attempt to investigate the difference between the LDG method and SV method, more theoretical and numerical investigations are needed to find advantages of SV methods. Our ongoing works include the study of SV methods for nonlinear diffusion problems and their superconvergence properties.
Appendix A.

We begin with some preliminaries. For any function \( w \in U_h \), let \( w^* = \mathcal{F}w \) be defined in (3.9) with the coefficients given by (3.10). Then a direct calculation from (3.10) yields

\[
\begin{align*}
\left[ w_{r,s}^{x,y} \right]_j = & \quad A_j^{r,y}(w_y - A_{k+1}^{r,y}w_x)\left(g_{k,1}^r\right), \\
\left[ w_{r,s}^{y} \right]_i = & \quad A_i^{r,x}(w_x - A_{k,1}^{r,x}w_y)\left(g_{k+1}^i\right), \\
\left[ w_{r,s}^{x} \right]_k = & \quad (w + A_0^{r,x}w_x - A_{k+1}^{r,x}w_x - A_{0,k+1}^{r,x}w_y)\left(g_{0,k}^r\right), \\
\left[ w_{r,s}^{y} \right]_k = & \quad (w + A_0^{r,y}w_y - A_{k+1}^{r,y}w_y - A_{0,k+1}^{r,y}w_x)\left(g_{k+1,0}^r\right), \\
\left[ w_{r,s}^{x} \right]_k = & \quad (w - A_{k+1}^{r,x}w_x - A_{k+1,k+1}^{r,x}w_x + A_{k+1,k+1}^{r,y}w_y)\left(g_{k+1,k+1}^r\right).
\end{align*}
\]

(A.1)

A.1. Proof of Lemma 3.1

Proof. Let \( w^* = \mathcal{F}w \). Recalling the definition of \( \langle \cdot, \cdot \rangle_{\partial \gamma} \) in (3.11), we have

\[
\langle v, w^* \rangle_{\partial \gamma} = \sum_{j=0}^{k} w_{r,s}^{x,y} \int_{g_{j}^{r,y}}^{g_{j+1}^{r,y}} v\left(g_{k+1}^r, y\right) dy - \sum_{j=0}^{k} w_{r,s}^{x,y} \int_{g_{j}^{r,y}}^{g_{j+1}^{r,y}} v\left(g_{0,k}^r, y\right) dy := I_2 - I_1.
\]

(A.2)

Then a direct calculation from (3.10) and (A.1) leads to

\[
I_1 = - \sum_{j=1}^{k} \left[ w_{r,s}^{x,y} \right]_j \partial_y^{-1} v\left(g_{0,k}^{r,y}, g_{j}^{r,y}\right) + w_{0,k}^{r,y} \partial_y^{-1} v\left(g_{0,k}^{r,y}, g_{k+1}^{r,y}\right) - w_{0,k}^{r,y} \partial_y^{-1} v\left(g_{0,k}^{r,y}, g_{k+1}^{r,y}\right)
\]

\[
= - \sum_{j=0}^{k+1} \left( A_j^{r,y} w_y + A_{0,j}^{r,y} w_{xy} \right) \partial_y^{-1} v\left(g_{0,j}^{r,y}\right) + (w \partial_y^{-1} v)\left| g_{0,k}^{r,y}, g_{0,k}^{r,y}\right| + A_0^{r} (w \partial_y^{-1} v)\left| g_{0,k}^{r,y}, g_{0,k}^{r,y}\right|.
\]
By using (3.7), (3.8) and the integration by parts, 
\[ I_1 = \int_{g_{0,0}^r}^{\tau_{y}^*} (w v)(g_0^{r,x}, y) \, dy + R_x^y (w_y \partial_y^{-1} v)(g_0^{r,x}) + E_1(v, w). \]

Following the same argument, we can prove that 
\[ I_2 = \int_{g_{0,0}^r}^{\tau_{y}^*} (w v)(g_{k+1}^{r,x}, y) \, dy + R_x^y (w_y \partial_y^{-1} v)(g_{k+1}^{r,x}) - E_2(v, w). \]

Substituting the last two equations into (A.2) yields the desired result (3.12).

We next prove (3.13). Denoting \( \mu = \partial_x^{-1} \partial_y^{-1} v \), a direct calculation yields 
\[ (v, w^*) = \sum_{i=1}^{k} \sum_{j=1}^{k} \left[ w_{i,j}^{r,x} \right] \mu(g_i^{r,x}, g_j^{r,y}) + \langle \partial_x^{-1} v, w^* \rangle_{\partial \tau_y} + F_\tau, \]

where
\[ F_\tau = \sum_{i=1}^{k} \left( - \left[ w_{i,i}^{r,x} \right] \mu(g_i^{r,x}, g_{k+1}^{r,y}) + \left[ w_{i,0}^{r,x} \right] \mu(g_i^{r,x}, g_0^{r,y}) \right). \]

By using (3.10) and (A.1), we have 
\[ F_\tau = \sum_{j=0}^{k-1} \sum_{i=1}^{k} A_{i,j}^r (w_{xy} \mu)(g_i^{r,x}) - \sum_{i=1}^{k} A_{i,x}^r (w_x \mu)(g_i^{r,x}) \big|_{g_{0,0}^r}. \]

Consequently,
\[ (v, w^*) = \sum_{i=1}^{k} \sum_{j=0}^{k+1} A_{i,j}^r (w_{xy} \mu)(g_i^{r,x}) - \sum_{i=1}^{k} A_{i,x}^r (w_x \mu)(g_i^{r,x}) \big|_{g_{0,0}^r} + \langle \partial_x^{-1} v, w^* \rangle_{\partial \tau_y} \]

\[ = - \sum_{i=1}^{k} A_{i,x}^r \left( \int_{g_{0,0}^r}^{\tau_{y}^*} (w_{xy} \mu)(g_i^{r,x}, y) \, dy + R_x^y (w_{xy} \mu)(g_i^{r,x}) \right) + \langle \partial_x^{-1} v, w^* \rangle_{\partial \tau_y}. \]

Substituting (3.12) into the above inequality, using \( \mu_y = \partial_x^{-1} v \) and the integration by parts again yields 
\[ (v, w^*) = - \sum_{i=0}^{k+1} A_{i,x}^r \left( \int_{g_{0,0}^r}^{\tau_{y}^*} (w_{xy} \mu)(g_i^{r,x}, y) \, dy + R_x^y (w_{xy} \mu)(g_i^{r,x}) \right) + \langle \partial_x^{-1} v, w \rangle_{\partial \tau_y} + R_x^y (w_{xy} \mu)(g_i^{r,x}) \big|_{g_{0,0}^r} \]

\[ = (v, \mu_{xy}) + \int_{g_{0,0}^r}^{\tau_{y}^*} R_x^y (w_{xy} \mu_x) \, dx + \int_{g_{0,0}^r}^{\tau_{y}^*} R_x^y (w_{xy} \mu) \, dx + R_x^y (w_{xy} \mu). \]

Then (3.13) follows from the identities \( \mu_{xy} = v, \mu_x = \partial_y^{-1} v, \mu_y = \partial_x^{-1} v \).

**A.2. Proof of Lemma 3.3**

**Proof.** We only prove (3.23) for GSV in case \( \hat{B}, \hat{p} = (B^+, p^-) \), since the same argument can be applied directly to the other case \( \hat{B}, \hat{p} = (B^-, p^+) \) and to the other RSV schemes.

For GSV, since \( s_j = \bar{s}_j, j \in \mathbb{Z}_n \), we have \( \mathcal{E}_r = \mathcal{E}_\tau, \mathcal{E}_i = \mathcal{E}_r^i, i = 1, 2 \). Denote by \( \bar{\beta} \) the cell average of \( \beta \) on \( \tau = \tau_{m}^{x} \times \tau_{n}^{y} \), and
\[ \beta_n(x) = \frac{1}{R_x^i} \int_{\tau_{n}^{x}} \beta(x, y) \, dy, \quad B_n(v) = \int_{\tau_{n}^{x}} \beta_n(x)v_x \, dx. \]
Since \((\hat{B}, \hat{p}) = (B^+, p^-)\), we have, from the definitions of \(E^+\) in (3.19) and \(E^\tau\) in (3.16),

\[
I_{\tau} = R^y_{\tau}(x_{m+\frac{1}{2}}) + R^y_{\tau}(x_{m-\frac{1}{2}}) + \int_{\Gamma^\tau_m} R^y_{\theta} v_y \partial_y^{-1}(\beta p_x) + p_y \partial_y^{-1} B_x \, dx \\
+ \int_{\Gamma^\tau_m} R^y_{\theta} (v_x \beta p + p_x B) \, dy + R^y_{\theta} R^y_{\theta} (v_{xy} \partial_y^{-1}(\beta p) + p_{xy} \partial_y^{-1} B) := \sum_{i=1}^{5} I_i,
\]

where

\[
I_1 = R^y_{\tau}(x_{m+\frac{1}{2}}) + R^y_{\tau}(x_{m-\frac{1}{2}}), \\
I_2 = \int_{\Gamma^\tau_m} R^y_{\tau}(v_y \partial_y^{-1}(\beta p_x) + p_y \partial_y^{-1}(B_x) \, dx, \\
I_3 = R^y_{\tau}(x_{m+\frac{1}{2}}) + R^y_{\tau}(x_{m-\frac{1}{2}}), \\
I_4 = \int_{\Gamma^\tau_m} R^y_{\tau}(v_y \partial_y^{-1}((\beta - \beta_n)p) \, dx, \\
I_5 = \int_{\Gamma^\tau_m} R^y_{\theta} (v_x \beta p + p_x B) \, dy + R^y_{\theta} R^y_{\theta} (v_{xy} \partial_y^{-1}(\beta p) + p_{xy} \partial_y^{-1} B).
\]

We next estimate \(I_i, i \leq 5\), respectively. By using the Gauss numerical quadrature error (3.24) and the identities \([B_n](x_{m+\frac{1}{2}}, y) = \beta_n [v](x_{m+\frac{1}{2}}, y)\) and \((B_n)_x = \beta_n v_x,

\[
I_1 = c(h_{\tau})^{2k+1} \left((\beta_n \partial_y^{k} p \partial_y^{k} v)(x_{m+\frac{1}{2}}, y) + (\beta_n \partial_y^{k} v \partial_y^{k} p)(x_{m-\frac{1}{2}}, y)\right), \\
I_2 = c(h_{\tau})^{2k+1} \left((\beta_n \partial_y^{k} p \partial_y^{k} v)(x_{m+\frac{1}{2}}, y) - (\beta_n \partial_y^{k} v \partial_y^{k} p)(x_{m-\frac{1}{2}}, y)\right),
\]

where \(c\) is a constant only dependent on \(k\) and \(\theta\) is a point in \(\tau^\theta_l\). Summing up all \(\tau\) and using the periodic boundary condition, we easily get

\[
\sum_{\tau \in T_h} (I_1 + I_2) = 0.
\]

To estimate \(I_3, I_4\), we first choose \(l = 1\) and \(f = \partial_y^{-1}(\beta - \beta_n)p\) in (2.28) to get for all \(x \in \tau^\tau_m\)

\[
|R^y_{\tau}(v_y \partial_y^{-1}((\beta - \beta_n)p)(x)| \leq h \left(\int_{\tau^\tau_m} v_y^2(x, y) \, dy\right)^{\frac{1}{2}} \left(\int_{\tau^\tau_m} (\beta - \beta_n)^2(x, y) \, dy\right)^{\frac{1}{2}}.
\]

Then it is concluded from the inverse inequality that

\[
|R^y_{\tau}(v_y \partial_y^{-1}((\beta - \beta_n)p)(x)| \lesssim ||v||_{0, \tau} \|p\|_{0, \tau}, \quad \forall x \in \tau^\tau_m, \tag{A.3}
\]

which yields, together with the identity \([B - B_n](x_{m+\frac{1}{2}}) = (\beta - \beta_n)[v](x_{m+\frac{1}{2}}),

\[
\sum_{\tau \in T_h} |I_3| \leq \sum_{\tau \in T_h} |R^y_{\tau}(p_y \partial_y^{-1}((\beta - \beta_n)v)(x_{m+\frac{1}{2}}) + R^y_{\tau}(v_y \partial_y^{-1}((\beta - \beta_n)p)(x_{m-\frac{1}{2}}))| \\
\lesssim ||v||_{0} \|p\|_{0}.
\]

Similarly, using (A.3) and the inverse inequality again yields

\[
\sum_{\tau \in T_h} |I_4| \leq h \sum_{\tau \in T_h} \max_{x \in \tau^\tau_m} |R^y_{\tau}(v_y \partial_y^{-1}((\beta - \beta_n)p)_x + p_y \partial_y^{-1}((\beta - \beta_n)v)_x)|
\]
\[
\lesssim h(\|v\|_0\|p_x\|_0 + \|v_x\|_0\|p\|_0) \lesssim \|v\|_0\|p\|_0.
\]

As for \(I_5\), we take \(l = k\) and \(f = B\) and use \(\partial_{x}^{k+1}B = \partial_{x}^{k}(\beta v_x)\) in (2.28) to get
\[
|R^z_\tau(p_x B)| \lesssim h^k \left( \int_{\tau^m_n} p^2(x, y) \, dx \right)^{\frac{1}{2}} \left( \int_{\tau^m_n} (\partial_{x}^{k}v)^2(x, y) \, dx \right)^{\frac{1}{2}},
\]
which yields, together with the Cauchy–Schwarz inequality and the inverse inequality
\[
\int_{\tau^m_n} R^z_\tau(p_x B) \, dy \lesssim \|v\|_{0, \tau}\|p\|_{0, \tau}.
\]

Similarly, by using (2.28) and the fact that the Gauss numerical quadrature is exact for polynomial of degree
of not more than \(2k - 1\), we get
\[
|R^z_\tau(v_x \beta p)| = |R^z_\tau(v_x (\beta - \bar{\beta})p)| \lesssim \left( \int_{\tau^m_n} v_x^2(x, y) \, dx \right)^{\frac{1}{2}} \left( \int_{\tau^m_n} (\beta p - \bar{\beta}p)^2(x, y) \, dx \right)^{\frac{1}{2}},
\]
and thus
\[
\int_{\tau^m_n} R^z_\tau(v_x \beta p) \lesssim \|v_x\|_{0, \tau}\|\beta - \bar{\beta}\|_{0, \tau} \lesssim \|v\|_{0, \tau}\|p\|_{0, \tau}.
\]

On the other hand, as a direct consequence of (2.28), there holds
\[
|R^z_\tau(f)| \lesssim h\|f(\cdot, y)\|_{0, \infty, \tau^m_n}.
\]

Consequently, we choose \(l = 1\) in (2.28) again to obtain
\[
|R^z_\tau R^y_\tau(v_{xy} \partial_y^{-1}(\beta p))| \lesssim h \max_{x \in \tau^m_n} \left| R^y_\tau(v_{xy} \partial_y^{-1}(\beta p - \bar{\beta}p)) \right|
\]
\[
\lesssim h^2 \max_{x \in \tau^m_n} \left( \int_{\tau^m_y} v_{xy}^2(x, y) \, dy \right)^{\frac{1}{2}} \left( \int_{\tau^m_y} (\beta p - \bar{\beta}p)^2(x, y) \, dy \right)^{\frac{1}{2}}.
\]

By using the inverse inequality, we have
\[
|R^z_\tau R^y_\tau(v_{xy} \partial_y^{-1}(\beta p))| \lesssim h \|v_x\|_{0, \tau}\|p\|_{0, \tau} \lesssim \|v\|_{0, \tau}\|p\|_{0, \tau}, \quad \forall v, p \in U_h.
\]

Similarly, we can prove
\[
|R^z_\tau R^y_\tau(p_{xy} \partial_y^{-1}B(v))| \lesssim \|v\|_{0, \tau}\|p\|_{0, \tau}, \quad \forall v, p \in U_h.
\]

Combining (A.4)–(A.7) together leads to
\[
|I_5| \lesssim \|v\|_{0, \tau}\|p\|_{0, \tau}.
\]

Substituting the estimates of \(I_i, i \leq 5\) into the formula of \(I_\tau\) yields
\[
\left| \sum_{\tau \in \mathcal{T}_h} I_\tau \right| \lesssim \|v\|_0\|p\|_0.
\]

This finishes the proof the first inequality of (3.23). The second inequality of (3.23) follows from the same argument and thus we omit it here.

\[\Box\]
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