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Abstract. Schwarz waveform relaxation methods provide space-time parallelism for the solution of time dependent partial differential equations. The algorithms are differentiated by the choice of the transmission conditions enforced at the introduced space-time boundaries. Early results considered the theoretical analysis of these algorithms in the continuous and semi-discrete (in space) settings for various families of linear partial differential equations. Later, fully discrete results were obtained under the simplifying assumption of an infinite spatial domain. In this paper, we provide a first analysis of a fully discrete classical Schwarz Waveform algorithm for the one-dimensional heat equation on an arbitrary but finite number of bounded subdomains. The $\theta$-method is chosen as the time integrator. Convergence results are given in both the infinity norm and two norm, with an explicit contraction given in the case of a uniform partitioning. The results are compared to the numerics and to the earlier theoretical results.
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1. Introduction

Schwarz waveform relaxation (SWR) provides space–time parallelism by partitioning the computational domain into overlapping or non-overlapping subdomains and iteratively solving the time dependent partial differential equations (PDEs) over a time window. The convergence characteristics depend on the family of PDE, the choice of spatial and temporal discretization, and the transmission conditions which couple the subdomain problems together at the subdomain boundaries. The use of Dirichlet transmission conditions at the (often) artificial interior interfaces defines a classical SWR algorithm. The iteration may be improved tremendously by enforcing continuity of higher order operators at these interfaces, giving rise to a family of optimized SWR algorithms.

The analysis of classical SWR at the continuous, semi-discrete, and fully discrete levels has been provided for many classes of PDEs. The first results by Gander and Stuart [9] analyzed SWR for the heat equation in continuous and semi-discrete settings on a finite spatial domain. Giladi and Keller [16] analyzed the continuous classical SWR method for the advection diffusion equation in one and two spatial dimensions. The analyses show linear convergence on unbounded time intervals and superlinear convergence on bounded time intervals. The contraction rates depend on the coefficients of the PDE, the size of the overlap and time window, and...
the number of subdomains. Similar results have been obtained for nonlinear reaction-diffusion equations in one spatial dimension in [7], for convection-dominated nonlinear conservation laws in [11], and convergence in a finite number of steps was obtained for the wave equation in [12]. The slow convergence of classical SWR can be improved greatly by replacing the Dirichlet transmission conditions at the interface boundaries by local approximations to the Dirichlet to Neumann operators for each subdomain. This leads to a family of optimized Schwarz algorithms, see [8] in the steady case, [3, 4, 13] for advection-reaction-diffusion problems, and [12, 14] for the wave equation. For some classes of problems, classical SWR can be accelerated using improved initial guesses generated by a multirate approach [19].

The early semi-discrete (in space) analysis for the heat equation in [9] was extended in [24] to give a semi-discrete (in space) analysis for classical and optimized SWR for reaction diffusion equations on an infinite spatial domain. In [1, 2, 10, 15] continuous in time analysis was provided for closely related applications to RC type circuits. Discrete in time analysis for an infinite circuit may be found in [26], while [25, 27] provides results for a fractional order, infinite circuit, in both the discrete and continuous settings in time. Fully discrete analysis for Schrödinger’s equation and the wave equation can be found in [17] and [14] respectively. In a very recent paper, Clement et al. [6] provide a fully discrete analysis for the reaction–diffusion problems on two unbounded spatial domains.

The fully discrete analyses mentioned above, all assume an infinite spatial domain to simplify the analysis. The boundedness of the error at ±∞ leads to a simpler solution of the error recursion. Furthermore, the contraction rate for the error becomes much easier to analyze. In this paper, we discuss the fully discrete convergence analysis of the SWR-algorithm for the heat equation on a bounded spatial domain using standard finite differences in space and the θ-method (1/2 ≤ θ ≤ 1) in time. The consideration of a bounded spatial domain allows a multi-domain convergence analysis on a finite number of bounded domains while a bounded time domain reflects the usual practice of exchanging information between neighboring subdomains after a time window [0, T]. The bounded space and time domains also reflect the situation most often faced in actual computation. Many of the discrete analyses above only prove convergence at the interior interfaces only. Here we complete the picture by proving and utilizing a discrete maximum principle.

We show that the contraction rate for the fully discrete algorithm is bounded by the contraction rate for the semi-discrete and continuous cases on an unbounded time interval. On a bounded time interval, [0, T], we prove that the contraction rate is bounded by the contraction rate of the algorithm on an unbounded time interval.

We mention that a brief sketch of a fully discrete analysis on two overlapping, bounded subdomains using backward Euler as the time integrator can be found in [18]. That special case analysis used a different proof technique.

Our model problem is the one dimensional heat equation \( u_t = u_{xx} + f(x, t) \) for \(-L < x < L\) and \(t > 0\) subject to initial and boundary conditions \(u(x, 0) = u_0(x), u(-L, t) = h_1(t), \) and \(u(L, t) = h_2(t)\). To ensure a unique solution, we assume that \(f\) is bounded on \([-L, L] \times [0, \infty)\) and uniformly Hölder continuous on each compact subset of the space-time domain, and \(u_0(x), h_1(t)\) and \(h_2(t)\) are (at least) piecewise continuous [5]. Although seemingly quite restrictive, the one-dimensional heat equation is the standard prototypical model parabolic problem. As mentioned previously, the emphasis and novelty here is a first analysis of a fully discrete SWR algorithm on a bounded spatial domain. As we will see the imposition of a bounded spatial domain increases the complexity of the analysis significantly. Following the pattern of existing continuous SWR analyses, extensions to higher dimensions and more general parabolic problems will follow.

We obtain our semi-discrete problem by discretizing in space with centred finite differences on \(\Omega^h = \{x_m : x_m = -L + \Delta x(m + N), m = -N, \ldots, N\}\), where \(\Delta x = \frac{L}{N}\). This leads to the system of IVPs

\[
\frac{d\mathbf{u}(t)}{dt} = A\mathbf{u}(t) + \mathbf{f}(t), \quad t > 0, \quad \mathbf{u}(0) = \mathbf{u}_0,
\]

where \(\mathbf{u}(t) \in \mathbb{R}^{2N-1}\) is the solution vector on the interior of \(\Omega^h\) with components \(u_m(t)\) which are the (semi-discrete) approximations of \(u(x, t)\) at \(x = x_m\) for \(m = -(N-1), \ldots, (N-1)\). Here \(A = \frac{1}{\Delta x^2}\) tridiag(1, -2, 1) \(\in \mathbb{R}^{(2N-1) \times (2N-1)}\), where tridiag\((a, b, c)\) is a tridiagonal matrix with constants \(a, b, c\) on the sub-diagonal,
main-diagonal, and super-diagonal, respectively. The inhomogeneity, \( f \), is given by

\[
f(t) = \left( f(x_{-(N-1)}, t) + \frac{1}{\Delta x^2} h_1(t), f(x_{-(N-2)}, t), \ldots, f(x_{(N-2)}, t), f(x_{(N-1)}, t) + \frac{1}{\Delta x^2} h_2(t) \right)^T,
\]

and the initial vector \( u_0 \) is given by \( u_0 = (u_0(x_{-(N-1)}), \ldots, u_0(x_{(N-1)}))^T \).

2. Convergence on two subdomains

We begin by decomposing \( \Omega^h \) into two overlapping (discrete) subdomains: \( \Omega^h_1 = \{x_{-N}, x_{-(N-1)}, \ldots, x_{\beta}\} \) and \( \Omega^h_2 = \{x_{\alpha}, x_{\alpha+1}, \ldots, x_N\} \) where \( \alpha \) and \( \beta \) are integers satisfying \( -N < \alpha < \beta < N \), as shown in Figure 1.

The classical semi-discrete SWR algorithm for the heat equation on the two subdomains, \( \Omega^h_1 \) and \( \Omega^h_2 \), can be written as: for \( k = 1, 2, \ldots, \) and for \( j = 1, 2 \) solve

\[
\frac{d u_j^k(t)}{dt} = A_j u_j^k(t) + f_j^k(t), \quad t > 0,
\]

where

\[
u_j^k(t) = \left( u_{1,-(N-1)}(t), u_{1,-(N-2)}(t), \ldots, u_{1,(\beta-1)}(t) \right)^T,
\]

and

\[
u_j^k(t) = \left( u_{2,(\alpha+1)}(t), u_{2,(\alpha+2)}(t), \ldots, u_{2,(N-1)}(t) \right)^T,
\]

are the subdomain iterates on the interior nodes of \( \Omega^h_1 \) and \( \Omega^h_2 \). Here, for \( j = 1, 2 \), \( A_j = \frac{1}{\Delta x^2} \text{tridiag}(1, -2, 1) \), where \( A_1 \in \mathbb{R}^{(N+\beta-1) \times (N+\beta-1)} \) and \( A_2 \in \mathbb{R}^{(N-\alpha-1) \times (N-\alpha-1)} \).

The vectors \( f_j^k \in \mathbb{R}^{N+\beta-1} \) and \( f_j^k \in \mathbb{R}^{N-\alpha-1} \), are defined by

\[
f_j^k(t) = \bar{f}_1(t) + \frac{1}{\Delta x^2} u_{1,\beta}(t) \delta_1 \quad \text{and} \quad f_j^k(t) = \bar{f}_2(t) + \frac{1}{\Delta x^2} u_{2,\alpha}(t) \delta_2,
\]

where \( \delta_1 \in \mathbb{R}^{N+\beta-1} \) and \( \delta_2 \in \mathbb{R}^{N-\alpha-1} \), are the unit column vectors

\[
\delta_1 = (0, \ldots, 0, 1)^T \quad \text{and} \quad \delta_2 = (1, 0, \ldots, 0)^T.
\]

The overbar notation, \( \bar{f}_j \), for \( j = 1, 2 \), denotes the first \( N + \beta - 1 \) and the last \( N - \alpha - 1 \) components of \( f \), respectively. This bar notation will be used in this manner throughout this section. The system (2.1a) is supplemented with an initial condition

\[
u_j^k(0) = \bar{u}_j(0), \quad j = 1, 2,
\]
and boundary and Dirichlet transmission conditions
\begin{align}
    u_{1,-N}^k(t) &= h_1(t), \\
    u_{2,\alpha}^k(t) &= u_{2,\alpha}^{k-1}(t), \quad t > 0, \\
    u_{2,\alpha}^k(t) &= u_{1,\alpha}^{k-1}(t), \\
    u_{2,N}^k(t) &= h_2(t), \quad t > 0.
\end{align}

Here $u_{j,m}^k(t)$ represents the numerical approximation of $u(x,t)$ at $x = x_m$ on $\Omega_j^h$ at the $k$th iteration of the SWR algorithm. To get the iteration started we must pick initial guesses for $u_{2,\beta}^0(t)$ and $u_{1,\alpha}^0(t)$.

To analyze the fully discrete SWR we begin with a lemma which describes the single domain discrete solution of (1.1) using the $\theta$-method.\[
\text{Lemma 2.1. The single domain solution at } t = t_n, u(n), \text{ restricted to the interior of } \Omega_j^h, \text{ denoted } \bar{u}_j(n), \text{ for } j = 1, 2, \text{ using the } \theta-\text{method to integrate the semi-discrete heat equation (1.1), are the unique solutions of the subsystems}
\begin{align}
    (I_1 - \theta \Delta t A_1)\bar{u}_1(n) - \theta \Delta t f_1(n) &= (I_1 - (\theta - 1)\Delta t A_1)\bar{u}_1(n-1) - (\theta - 1)\Delta t f_1(n-1), \\
    (I_2 - \theta \Delta t A_2)\bar{u}_2(n) - \theta \Delta t f_2(n) &= (I_2 - (\theta - 1)\Delta t A_2)\bar{u}_2(n-1) - (\theta - 1)\Delta t f_2(n-1),
\end{align}
\]
where $f_1(n) = \bar{f}_1(n) + \frac{1}{\Delta x^2} u_{\alpha}(n) \delta_1$ and $f_2(n) = \bar{f}_2(n) + \frac{1}{\Delta x^2} u_{\beta}(n) \delta_2$, for $n = 1, 2, \ldots$ Here, $\delta_1,2$, are defined in (2.1e), $u_{\beta}(n)$ and $u_{\alpha}(n)$ are the single domain solutions at the interior interface nodes at time $t_n$, and $I_1,2$ are the $(N + \beta - 1) \times (N + \beta - 1)$ and $(N - \alpha - 1) \times (N - \alpha - 1)$ identity matrices, respectively. We set $\bar{f}_j(n) \equiv \bar{f}_j(t_n)$ for $j = 1, 2$.

Similar expressions for the SWR approximations are given in the next lemma.

\text{Lemma 2.2. The solution of (2.1a)-(2.1g) using the } \theta-\text{method at } t = t_n, u_j^k(n), \text{ for } j = 1, 2, \text{ are the unique solutions of the subsystems}
\begin{align}
    (I_1 - \theta \Delta t A_1)u_1^k(n) - \theta \Delta t f_1^k(n) &= (I_1 - (\theta - 1)\Delta t A_1)u_1^k(n-1) - (\theta - 1)\Delta t f_1^k(n-1), \\
    (I_2 - \theta \Delta t A_2)u_2^k(n) - \theta \Delta t f_2^k(n) &= (I_2 - (\theta - 1)\Delta t A_2)u_2^k(n-1) - (\theta - 1)\Delta t f_2^k(n-1),
\end{align}
\]
for $n = 1, 2, \ldots$ Here $f_j^k(n) \equiv f_j^k(t_n)$, for $j = 1, 2$, where the vectors $f_j^k(t)$ are defined in (2.1d).

We denote the error between the single domain and SWR solutions on subdomain $j$ at time step $n$, by $e_j^k(n) = u_j^k(n) - \bar{u}_j(n)$ for $j = 1, 2$. Simply subtracting the representations of the single domain and SWR solutions from the previous two lemmas gives the following result.

\text{Lemma 2.3. For } j = 1, 2, k = 1, 2, \ldots \text{ and } n = 1, 2, \ldots \text{ the errors, } e_j^k(n), \text{ satisfy}
\begin{align}
    (I_1 - \theta \Delta t A_1)e_1^k(n) - \mu \theta (\delta_1) e_{1,\beta}^k(n-1) &= (I_1 - (\theta - 1)\Delta t A_1)e_1^k(n-1) - \mu (\theta - 1)e_{1,\beta}(n-1) \delta_1, \\
    (I_2 - \theta \Delta t A_2)e_2^k(n) - \mu \theta e_2^k(n-1) \delta_2 &= (I_2 - (\theta - 1)\Delta t A_2)e_2^k(n-1) - \mu (\theta - 1)e_{2,\alpha}(n-1) \delta_2,
\end{align}
with initial condition
\begin{align}
    e_j^k(0) &= 0, \quad \text{for } j = 1, 2,
\end{align}
and boundary conditions
\begin{align}
    e_{1,\beta}^k(n) &= e_{2,\beta}^{k-1}(n), \quad e_{1,-N}^k(n) = 0, \\
    e_{2,\alpha}^k(n) &= e_{1,\alpha}^{k-1}(n), \quad e_{2,N}^k(n) = 0.
\end{align}

Here, $\mu = \Delta t / \Delta x^2$ and $\bar{f}_j$ for $j = 1, 2$ are appropriately sized zero vectors.
Using the boundary values and the definition of $A_{1,2}$ and $\delta_{1,2}$ we directly obtain the following recursions for the errors.

**Lemma 2.4.** Component-wise, for $j = 1, 2$, $k = 1, 2, \ldots$ and $n = 1, 2, \ldots$, the errors $e_{j,m}(n)$ satisfy

$$
-\mu\theta e_{1,m-1}(n) + (1 + 2\mu\theta)e_{1,m}(n) - \mu\theta e_{1,m+1}(n) = -\mu(\theta - 1)e_{1,m-1}(n - 1) + (1 + 2\mu(\theta - 1))e_{1,m}(n - 1) - \mu(\theta - 1)e_{1,m+1}(n - 1),
$$

for $m = -(N - 1), \ldots, \beta - 1$, and

$$
-\mu\theta e_{2,m-1}(n) + (1 + 2\mu\theta)e_{2,m}(n) - \mu\theta e_{2,m+1}(n) = -\mu(\theta - 1)e_{2,m-1}(n - 1) + (1 + 2\mu(\theta - 1))e_{2,m}(n - 1) - \mu(\theta - 1)e_{2,m+1}(n - 1),
$$

for $m = \alpha + 1, \ldots, N - 1$.

To analyze these recursions for the error we use the discrete Laplace transform [23]. The discrete Laplace transform for a general vector $w = (w(0), w(1), \ldots)^T$, defined on a regular (time) grids with step size $\Delta t$, is

$$
\hat{w}(s) = \frac{\Delta t}{\sqrt{2\pi}} \sum_{n=0}^{\infty} z^{-n} w(n),
$$

where $z = e^{s\Delta t}$, $s \in R_s$ where $R_s = \{s | s = \sigma + i\omega, \sigma > 0 \text{ and } |\omega| \leq \pi/\Delta t\}$.

The recursions for the discrete Laplace transforms of the errors are recorded in the next lemma.

**Lemma 2.5.** For $j = 1, 2$, $k = 1, 2, \ldots$ and $n = 1, 2, \ldots$, the discrete Laplace transforms of errors, $\hat{e}_{j,m}(s)$, satisfy

$$
\hat{\mu}\hat{e}_{1,m-1}(s) - (2\mu + \eta)\hat{e}_{1,m}(s) + \hat{\mu}\hat{e}_{1,m+1}(s) = 0, \quad m = -(N - 1), \ldots, (\beta - 1),
$$

and

$$
\hat{\mu}\hat{e}_{2,m-1}(s) - (2\mu + \eta)\hat{e}_{2,m}(s) + \hat{\mu}\hat{e}_{2,m+1}(s) = 0, \quad m = \alpha + 1, \ldots, (N - 1),
$$

where the quantities $\mu, \eta, \text{ and } z$ are given by $\mu = \frac{\Delta t}{\tau^2}$, $\eta = \frac{z - 1}{\theta(z - 1) + 1}$ and $z = e^{s\Delta t}$, for $s \in R_s$.

Taking the Laplace transform of the boundary conditions gives

$$
\hat{\mu}\hat{e}_{1,1}(s) = \hat{\mu}\hat{e}_{1,1}^{-1}(s), \quad \hat{\mu}\hat{e}_{1,N}(s) = 0, \quad \hat{\mu}\hat{e}_{2,1}(s) = \hat{\mu}\hat{e}_{2,1}^{-1}(s), \quad \hat{\mu}\hat{e}_{2,N}(s) = 0.
$$

The solutions of these recursion relations are given in the next two lemmas.

**Lemma 2.6.** The general solutions of the recursions for the Laplace transforms of the errors are given by

$$
\hat{e}_{j,m}(s) = a_j^k\lambda^m + b_j^k\lambda^{-m},
$$

where $m = -N, \ldots, \beta$, if $j = 1$, and $m = \alpha, \ldots, N$, if $j = 2$, where $\lambda_+$ solves $\lambda^2 - \left(2 + \frac{\eta}{\mu}\right)\lambda + 1 = 0$ and is given explicitly by

$$
\lambda_+ = 1 + \frac{\eta}{2\mu} + \frac{\sqrt{\eta^2 + 4\mu\eta}}{2\mu},
$$

where $\mu = \frac{\Delta t}{\tau^2}$, $\eta = \frac{z - 1}{\theta(z - 1) + 1}$ and $z = e^{s\Delta t}, s \in R_s$. In the expression for $\lambda_+$, we have chosen the square root with positive real part.

The image of the analytic complex function, $\lambda_+(s), s \in R_s$, is bounded for $\theta \in (1/2, 1]$ and unbounded for $\theta = 1/2$, see Figure 2.

The coefficients $(a_j^k, b_j^k)^T =: c_j^k$ in (2.7) are shown to satisfy a simple fixed point iteration in the next lemma.
Lemma 2.7. The coefficients, $c_j^k = (a_j^k, b_j^k)^T$, for $j = 1, 2$, in the general solution, (2.7), for the Laplace transforms of the errors satisfy

$$c_1^k = \Lambda_1^{-1} \Theta_1 c_2^{k-1} \quad \text{and} \quad c_2^k = \Lambda_2^{-1} \Theta_2 c_1^{k-1},$$

where

$$\Lambda_1 = \begin{pmatrix} \lambda_+^{-N} & \lambda_+^N \\ \lambda_+^\beta & \lambda_+^{-\beta} \end{pmatrix}, \quad \Lambda_2 = \begin{pmatrix} \lambda_+^\alpha & \lambda_+^{-\alpha} \\ \lambda_+^N & \lambda_+^{-N} \end{pmatrix}, \quad \Theta_1 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad \text{and} \quad \Theta_2 = \begin{pmatrix} \lambda_+^\alpha & \lambda_+^{-\alpha} \\ 0 & 0 \end{pmatrix}.$$

Proof. Using the error function in (2.7), the boundary conditions (2.4) can be written as

$$\Lambda_1 c_1^k = \Theta_1 c_2^{k-1} \quad \text{and} \quad \Lambda_2 c_2^k = \Theta_2 c_1^{k-1},$$

from which the result follows. \qed

To show convergence of the discrete SWR algorithm we show that $\hat{e}_{1,m}^k(s)$ tends to zero as $k$ tends to infinity for all relevant $m$. A straightforward, but slightly tedious calculation, gives the following recursions for the error functions $\hat{e}_{1,\alpha}^k(s)$ and $\hat{e}_{2,\beta}^k(s)$.

Lemma 2.8. If $\lambda_+ = e^\nu$, then the Laplace transforms of the errors in the approximation generated by the discrete SWR iteration (2.3) at the interfaces $x_\alpha$ and $x_\beta$ satisfy

$$\hat{e}_{1,\alpha}^k(s) = \sinh ((l_1 - \delta)v) \sinh ((l_2 - \delta)v) \hat{e}_{1,\alpha}^{k-2}(s),$$

$$\hat{e}_{2,\beta}^k(s) = \sinh ((l_1 - \delta)v) \sinh ((l_2 - \delta)v) \hat{e}_{2,\beta}^{k-2}(s),$$

for $s \in R_s$, where $\delta = \beta - \alpha$, $l_1 = N + \beta$, and $l_2 = N - \alpha$.

Proof. Using (2.7) and (2.9), the Laplace transform of the error at the interfaces $x_\alpha$ and $x_\beta$ can be written as

$$\hat{e}_{1,\alpha}^k(s) = (\lambda_+^\alpha, \lambda_+^{-\alpha}) c_1^k = (\lambda_+^\alpha, \lambda_+^{-\alpha}) \Lambda_1^{-1} \Theta_1 c_2^{k-1},$$

$$\hat{e}_{2,\beta}^k(s) = (\lambda_+^\beta, \lambda_+^{-\beta}) c_2^k = (\lambda_+^\beta, \lambda_+^{-\beta}) \Lambda_2^{-1} \Theta_2 c_1^{k-1}.$$

Substituting the matrices $\Lambda_1$, $\Lambda_2$, $\Theta_1$ and $\Theta_2$ from (2.10) gives

$$\hat{e}_{1,\alpha}^k(s) = \frac{\lambda_+^{N+\alpha} - \lambda_+^{-(N+\alpha)}}{\lambda_+^{N+\beta} - \lambda_+^{-(N+\beta)}} \hat{e}_{2,\beta}^{k-1}(s) \quad \text{and} \quad \hat{e}_{2,\beta}^k(s) = \frac{\lambda_+^{N-\beta} - \lambda_+^{-(N-\beta)}}{\lambda_+^{N-\alpha} - \lambda_+^{-(N-\alpha)}} \hat{e}_{1,\alpha}^{k-1}(s).$$

Figure 2. The image of $\lambda_+(s), s \in R_s$ for $\theta = 1/2$ (left) and for $\theta = 1$ (right). (a) $\theta = 1/2$ and (b) $\theta = 1$. 
Using the mapping, $\lambda_+ = e^v$, the definition of the hyperbolic sine function, and substituting $\delta = \beta - \alpha$, $l_1 = N + \beta$, and $l_2 = N - \alpha$, we have

$$\tilde{c}^k_{1,\alpha}(s) = \frac{\sinh((l_1 - \delta)v)}{\sinh(l_1v)}\tilde{c}^{k-1}_{2,\beta}(s) \quad \text{and} \quad \tilde{c}^k_{2,\beta}(s) = \frac{\sinh((l_2 - \delta)v)}{\sinh(l_2v)}(\tilde{c}^{k-1}_{1,\alpha}(s)). \quad (2.14)$$

Using the expression for $\tilde{c}^{k-1}_{2,\beta}(s)$ and substituting into $\tilde{c}^k_{1,\alpha}(s)$ gives the first expression in (2.11). The second expression in (2.11) is obtained similarly.

The quantities $\delta$ and $l_j$ for $j = 1, 2$, in Lemma 2.8, determine the overlap and the subdomain sizes, respectively.

**Remark.** It is easy to see that as $N \to \infty$ (i.e. when recover an infinite spatial domain) the contraction rate for the error in (2.11) tends to $|\lambda_+|^{2(\alpha - \beta)}$ which exactly matches the result obtained by Wu and Al-Khaleel [26] when Dirichlet transmission conditions are used. We note further that (2.13) and (2.14) are generalizations of the corresponding expressions for the error on a bounded spatial domain found through continuous and a semi-discrete analyses in [24]. This allows us to directly compare our contraction rates to those found therein. In the semi-discrete case (as $\Delta t \to 0$ with $\Delta x$ fixed), the contraction rate at the interfaces is given in (2.11) where $v$ is replaced by

$$\tilde{v}(s, \Delta x) = \ln \left(1 + \frac{1}{2}s\Delta x^2 + \sqrt{\frac{1}{4}s^2\Delta x^4 + s\Delta x^2}\right).$$

We note here that using an inequality developed later in Lemma 2.12, we are easily able to show that this semi-discrete contraction rate is bounded above by the semi-discrete contraction rate obtained in [9]. And further, taking the limit of $\tilde{v}(s, \Delta x)$ as $\Delta x \to 0$ and making use of Lemma 2.12 we recover the continuous contraction rate obtained in [9].

To show that the moduli of the coefficients in the error recursion (2.11) are strictly less than one for all $s \in R$, a more detailed analysis of $\lambda_+$ is necessary.

**Lemma 2.9.** If $\theta \in [\frac{1}{2}, 1]$ then the quantity $\eta = \frac{z - 1}{\theta(z - 1) + 1}$ in the expression for $\lambda_+$ in (2.8) satisfies $\text{Re}(\eta) > 0$ and hence $\text{Re}(\lambda_+) > 1$.

**Proof.** Consider $\eta = \frac{z - 1}{\theta(z - 1) + 1}$ where $z = e^{\Delta t\omega}, s \in R$. The real part of $\eta$ is given by

$$\text{Re}(\eta) = \frac{\theta e^{\Delta t\omega} + (1 - 2\theta)e^{\Delta t\omega}\cos(\Delta t\omega) + (\theta - 1)}{(\theta e^{\Delta t\omega}\cos(\Delta t\omega) + (1 - \theta))^2 + (\theta e^{\Delta t\omega}\sin(\Delta t\omega))^2}. \quad (2.15)$$

The function Re($\eta$) is well defined and positive for $\theta \in [\frac{1}{2}, 1]$. To see this, assume that

$$(\theta e^{\Delta t\omega}\cos(\Delta t\omega) + (1 - \theta))^2 + (\theta e^{\Delta t\omega}\sin(\Delta t\omega))^2 = 0,$$

which requires

$$e^{\Delta t\omega}\cos(\Delta t\omega) = \frac{\theta - 1}{\theta} \quad \text{and} \quad \sin(\Delta t\omega) = 0.$$  

If $\sin(\Delta t\omega) = 0$ then $\omega \in \{0, \pm \pi/\Delta t\}$. Substituting $\omega \in \{0, \pm \pi/\Delta t\}$ into $e^{\Delta t\sigma}\cos(\Delta t\omega) = \frac{\theta - 1}{\theta}$ forces

$$e^{\Delta t\sigma} = \pm \frac{\theta - 1}{\theta}. \quad (2.16)$$

Equation (2.16) has no solution. To see this, we first note that for $\sigma > 0$ we have $e^{\Delta t\sigma} > 1$. For $\theta \in [\frac{1}{2}, 1]$, we have $\frac{\theta - 1}{\theta} \in [-1, 0]$ and $\frac{\theta - 1}{\theta} \in [0, 1]$. Hence, $(\theta e^{\Delta t\sigma}\cos(\Delta t\omega) + (1 - \theta))^2 + (\theta e^{\Delta t\sigma}\sin(\Delta t\omega))^2 > 0$. 
Now we show $\theta e^{2\Delta t\sigma} + (1 - 2\theta)e^{\Delta t\sigma}\cos(\Delta t\omega) + (\theta - 1) > 0$. Since $\cos(\Delta t\omega) \in [-1, 1]$, for $|\omega| \leq \pi/\Delta t$, and $1 - 2\theta \leq 0$, for $\theta \in \mathbb{[1/2, 1]}$, we have

$$
\theta e^{2\Delta t\sigma} + (1 - 2\theta)e^{\Delta t\sigma}\cos(\Delta t\omega) + (\theta - 1) \geq \theta e^{2\Delta t\sigma} + (1 - 2\theta)e^{\Delta t\sigma} + (\theta - 1).
$$

The right hand side of (2.17) is a quadratic function in $e^{\Delta t\sigma}$, is concave up for $\theta \in \mathbb{[1/2, 1]}$, and has no roots. To see this, assume that $\theta e^{2\Delta t\sigma} + (1 - 2\theta)e^{\Delta t\sigma} + (\theta - 1) = 0$. Factoring this gives the requirement

$$
e^{\Delta t\sigma} = 1 \quad \text{and} \quad e^{\Delta t\sigma} = \frac{\theta - 1}{\theta}.
$$

The above equations have no solution since $\sigma > 0$ and $\theta \in \mathbb{[1/2, 1]}$.

Since the numerator and the denominator of the right hand side of (2.15) are both positive, we have $\Re(\eta) > 0$.

The real part of $\lambda_+$ defined in (2.8) is given by $\Re(\lambda_+) = 1 + \frac{\Re(\eta)}{2\mu} + \frac{\Re(\sqrt{\eta^2 + 4\mu\eta})}{4\mu}$. The conclusion $\Re(\lambda_+) > 1$ then follows from the fact that $\Re(\eta) > 0$ and the choice of the square root in $\lambda_+$. $\Box$

The following technical lemma will help us prove the main inequality in Lemma 2.12.

**Lemma 2.10.** Suppose $\theta \in \mathbb{[1/2, 1]}$. If $\lambda_+ = e^\nu$, then $\Re(\cosh(\nu)) > 1$.

**Proof.** Substituting $\lambda_+ = e^\nu$ into the quadratic equation $\lambda^2 - (2 + \frac{\pi}{\mu})\lambda + 1 = 0$ and rearranging gives

$$
\cosh(\nu) = 1 + \frac{\eta}{2\mu}.
$$

From Lemma 2.9, we have $\Re(\eta) > 0$, from which the result follows. $\Box$

**Lemma 2.11.** Suppose $\theta \in \mathbb{[1/2, 1]}$. If $\lambda_+ = e^\nu$ where $\nu = x + iy$ then we have $x > 0$, $|y| < \frac{\pi}{2}$, and $|y| < x$.

**Proof.** Due to periodicity, we may initially assume $y \in (-\pi, \pi]$. Using Euler’s identity we have

$$
\lambda_+ = e^\nu = e^x \cos(y) + ie^x \sin(y).
$$

From Lemma 2.9, $\Re(\lambda_+) = e^x \cos(y) > 1$. Since $e^x > 0$ for all $x$, we must have $\cos(y) \in (0, 1]$, this implies that $|y| < \frac{\pi}{2}$. Since $e^x \cos(y) > 1$ and $\cos(y) \in (0, 1]$ we must have $x > 0$.

Now we show that $|y| < x$. We argue by contradiction. Suppose $0 < x \leq |y| < \frac{\pi}{2}$. The cosine function is decreasing and $\cosh(x) > 1$ for $0 < x < \pi/2$. Hence we have $\cosh(x) \cos(y) \leq \cosh(x) \cos(x)$. This implies $\cosh(x) \cos(y) < 1$, since $\cosh(x) \cos(x) < 1$ for $0 < x < \pi/2$. This contradicts the result in Lemma 2.10, where $\Re(\cosh(\nu)) = \cosh(x) \cos(y) > 1$. $\Box$

The image of the analytic complex function, $\lambda_+(v(s))$, $s \in R_\sigma$, with $v = x + iy$, in the $xy$-plane is bounded for $\theta \in (1/2, 1]$ and unbounded for $\theta = 1/2$, see Figure 3.

We can clearly see from the plots above that $x > 0$, $|y| < \frac{\pi}{2}$, and $|y| < x$ for $\theta \in [1/2, 1]$.

**Lemma 2.12.** Suppose $\theta \in \mathbb{[1/2, 1]}$ and $a, b$ are positive integers with $a < b$. If $\lambda_+ = e^\nu$, then for all $s \in R_\sigma$ we have

$$
\left| \frac{\sinh(a\nu)}{\sinh(b\nu)} \right| < \frac{a}{b}.
$$

Moreover,

$$
\sup_{s \in R_\sigma} \left| \frac{\sinh(a\nu(s))}{\sinh(b\nu(s))} \right| = \frac{a}{b}.
$$

Proof. Let \( v = x + iy \). Using trigonometric and hyperbolic identities, and with further simplification, we have

\[
\frac{|\sinh(av)|^2}{\sinh(bv)} = \frac{\cosh^2(ax) - \cos^2(ay)}{\cosh^2(bx) - \cos^2(by)}.
\]  

(2.23)

Using Taylor series

\[
\cosh^2(bx) - \cos^2(by) = \left(1 + b^2x^2 + \frac{1}{3}b^4x^4 + \frac{2}{45}b^6x^6 + \frac{1}{315}b^8x^8 + \cdots\right)
\]

\[-\left(1 - b^2y^2 + \frac{1}{3}b^4y^4 - \frac{2}{45}b^6y^6 + \frac{1}{315}b^8y^8 + \cdots\right)
\]

\[= b^2(x^2 + y^2) + \frac{1}{3}b^4(x^4 - y^4) + \frac{2}{45}b^6(x^6 + y^6) + \frac{1}{315}b^8(x^8 - y^8) + \cdots
\]

\[= \frac{b^2}{a^2}\left(a^2(x^2 + y^2) + \frac{1}{3}b^4(x^4 - y^4) + \frac{2}{45}b^6(x^6 + y^6) + \frac{1}{315}b^8(x^8 - y^8) + \cdots\right).
\]

From Lemma 2.11, \( x > 0 \) and \(|y| < x\) in \( R_s \), so all the terms in the above expression are positive. Using the assumption \( b > a > 0 \), we have

\[
\cosh^2(bx) - \cos^2(by) > \frac{b^2}{a^2}\left(a^2(x^2 + y^2) + \frac{1}{3}a^4(x^4 - y^4) + \frac{2}{45}a^6(x^6 + y^6) + \frac{1}{315}a^8(x^8 - y^8) + \cdots\right)
\]

\[= \frac{b^2}{a^2}\left(1 + a^2x^2 + \frac{1}{3}a^4x^4 + \frac{2}{45}a^6x^6 + \frac{1}{315}a^8x^8 + \cdots\right)
\]

\[-\left(1 - a^2y^2 + \frac{1}{3}a^4y^4 - \frac{2}{45}a^6y^6 + \frac{1}{315}a^8y^8 + \cdots\right)
\]

\[= \frac{b^2}{a^2}(\cosh^2(ax) - \cos^2(ay)).
\]

Since \( x > 0 \), we have \( \cosh^2(bx) - \cos^2(by) > 0 \) and the result (2.21) follows.

To obtain the supremum in (2.22) we consider inequality (2.21) on the boundary of \( R_s \). Indeed, it is easy to check that the inequality (and proof technique) holds if \(|y| = x\), except at \( x = 0 \). Moreover, since \( a/b \) provides an upper bound on \(|\sinh(av(s))/\sinh(bv(s))|\) for \( s \in R_s \), \( \lim_{|s| \to 0} |\sinh(av(s))/\sinh(bv(s))| = a/b \), and \( \sinh(av(s))/\sinh(bv(s)) \) is an analytic function for \( s \in \bar{R}_s - (0,0) \), then (2.22) follows. \( \square \)

Now we arrive at a convergence result on the interfaces \( x_\alpha \) and \( x_\beta \).
Lemma 2.13. The Laplace transform of the errors in the approximations generated by the discrete SWR iteration (2.3) at the interfaces $x_\beta$ and $x_\alpha$ satisfy

$$
|\hat{e}^{k}_{1,\alpha}(s)| \leq \frac{(l_1 - \delta)}{l_1} \frac{(l_2 - \delta)}{l_2} |\hat{e}^{k-2}_{1,\alpha}(s)|, \\
|\hat{e}^{k}_{2,\beta}(s)| \leq \frac{(l_1 - \delta)}{l_1} \frac{(l_2 - \delta)}{l_2} |\hat{e}^{k-2}_{2,\beta}(s)|,
$$

(2.24)

for all $s \in R_s$, where $\delta = \beta - \alpha$, $l_1 = N + \beta$, and $l_2 = N - \alpha$.

Proof. The proof of Lemma 2.13 follows directly from Lemmas 2.8 and 2.12. \hfill \Box

It is clear that for a fixed subdomain size the upper bound on the contraction rate, $\frac{(l_1 - \delta)}{l_1} \frac{(l_2 - \delta)}{l_2}$, improves as the overlap size, $\delta$, increases.

Now we are in a position to prove the convergence of (2.3). First, we prove that the following maximum principle holds for the Laplace transforms of the error components.

Lemma 2.14. Suppose $\theta \in \left[\frac{1}{2}, 1\right]$. If $\lambda_+ = e^\nu$, then the maximum error for the fully discrete two subdomain SWR iteration (2.3) occurs on the boundaries $x_\alpha$ and $x_\beta$. The Laplace transforms of the errors satisfy

$$
|\hat{e}^{k}_{1,m}(s)| < |\hat{e}^{k-1}_{2,\beta}(s)|, \quad \text{for } m = -N, \ldots, \beta - 1, \\
|\hat{e}^{k}_{2,m}(s)| < |\hat{e}^{k-1}_{1,\alpha}(s)|, \quad \text{for } m = \alpha + 1, \ldots, N,
$$

(2.25)

for all $s \in R_s$. On the exterior boundaries of the physical domain the error vanishes: $\hat{e}^{k}_{1,-N}(s) = \hat{e}^{k}_{2,N}(s) = 0$ for all $s \in R_s$.

Proof. Using (2.9), we have

$$
\hat{e}^{k}_{1,m}(s) = (\lambda_+^m, \lambda_-^m) c_1^k = (\lambda_+^m, \lambda_-^m) \Lambda_1^{-1} \Theta_1 c_1^{k-1}, \quad \text{for } m = -N, \ldots, \beta, \\
\hat{e}^{k}_{2,m}(s) = (\lambda_+^m, \lambda_-^m) c_2^k = (\lambda_+^m, \lambda_-^m) \Lambda_2^{-1} \Theta_2 c_2^{k-1}, \quad \text{for } m = \alpha, \ldots, N.
$$

(2.26)

Simplifying (2.26) gives

$$
\hat{e}^{k}_{1,m}(s) = \frac{\lambda_+^{N+m} - \lambda_-^{(N+m)}}{\lambda_+^{N+\beta} - \lambda_-^{(N+\beta)}} \hat{e}^{k-1}_{2,\beta}(s), \quad \text{for } m = -N, \ldots, \beta, \\
\hat{e}^{k}_{2,m}(s) = \frac{\lambda_+^{N-m} - \lambda_-^{(N-m)}}{\lambda_+^{N-\alpha} - \lambda_-^{(N-\alpha)}} \hat{e}^{k-1}_{1,\alpha}(s), \quad \text{for } m = \alpha, \ldots, N.
$$

(2.27)

Using the mapping, $\lambda_+ = e^\nu$, the expressions in (2.27) simplify to

$$
\hat{e}^{k}_{1,m}(s) = \frac{\sinh((N + m)\nu)}{\sinh((N + \beta)\nu)} \hat{e}^{k-1}_{2,\beta}(s), \quad \text{for } m = -N, \ldots, \beta, \\
\hat{e}^{k}_{2,m}(s) = \frac{\sinh((N - m)\nu)}{\sinh((N - \alpha)\nu)} \hat{e}^{k-1}_{1,\alpha}(s), \quad \text{for } m = \alpha, \ldots, N.
$$

(2.28)

From Lemma 2.12, we have $|\frac{\sinh((N + m)\nu)}{\sinh((N + \beta)\nu)}| \leq 1$, for $m = -N, \ldots, \beta$, with a strict inequality if $m \neq \beta$ and $|\frac{\sinh((N - m)\nu)}{\sinh((N - \alpha)\nu)}| \leq 1$, for $m = \alpha, \ldots, N$, with a strict inequality if $m \neq \alpha$. Hence the result follows. \hfill \Box

Using Lemma 2.14, we now show the convergence of the fully discrete two subdomain SWR iteration, (2.3), at all nodes.
Figure 4. Contour plot of the contraction rate, $\rho(s)$, from (2.31), for $\theta = 1/2$ (left) and $\theta = 1$ (right). (a) $\theta = 1/2$ and (b) $\theta = 1$.

Theorem 2.15. Suppose $\theta \in \left[\frac{1}{2}, 1\right]$. The fully discrete two subdomain SWR iteration, (2.3), for the heat equation using the $\theta$-method converges at a linear rate. The Laplace transform of the errors satisfy

$$
|\hat{e}_{2k+1}^{1,m}(s)| \leq \left( \frac{(l_1 - \delta)(l_2 - \delta)}{l_1 l_2} \right)^k |\hat{e}_{2,\beta}^0(s)|, \quad \text{for} \quad m = -N, \ldots, \beta,
$$

$$
|\hat{e}_{2k+1}^{2,m}(s)| \leq \left( \frac{(l_1 - \delta)(l_2 - \delta)}{l_1 l_2} \right)^k |\hat{e}_{1,\alpha}^0(s)|, \quad \text{for} \quad m = \alpha, \ldots, N,
$$

for all $s \in R_\sigma$, where $\delta = \beta - \alpha$, $l_1 = N + \beta$, and $l_2 = N - \alpha$. Moreover, we have strict inequality in the first line of (2.29) if $m \neq \beta$ and in the second line if $m \neq \alpha$.

Proof. Using Lemma 2.14, we have

$$
|e_{2k+1}^{1,m}(s)| \leq |e_{2k}^{2,\beta}(s)|, \quad \text{for} \quad m = -N, \ldots, \beta,
$$

$$
|e_{2k+1}^{2,m}(s)| \leq |e_{2k}^{2,\alpha}(s)|, \quad \text{for} \quad m = \alpha, \ldots, N.
$$

Now the result follows from Lemma 2.13 and induction.

In the case $l_1 = l_2$, the result above was obtained in [18] using a different analysis and without providing an upper bound for the error.

Figure 4 shows contour plots of the contraction rate

$$
\rho(s) = \left| \frac{\sinh ((l_1 - \delta)v) \sinh ((l_2 - \delta)v)}{\sinh (l_1 v)} \right|, \quad (2.31)
$$

on two subdomains for $\theta = 1/2$ and $\theta = 1$. Here we choose $\Delta x = \Delta t = 0.1$ with a fixed overlap size of $\delta = 2$ and $l_1 = l_2 = 11$, corresponding to two subdomains $\Omega_{l_1}^{0,1} = \{-1, \ldots, 0.1\}$ and $\Omega_{l_2}^{0,1} = \{-0.1, \ldots, 1\}$. We plot the contour levels for the contraction rate on the top half of $R_\sigma$, $R_\omega^+$. On the bottom half of $R_\sigma$, $R_\omega^-$, the contraction rate behaves the same way. From Figure 4, for both $\theta = 1/2$ and $\theta = 1$, we see that the contraction rate is strictly less than one in the $\sigma - \omega$ plane (defining $R_\sigma$).

As a preview to the multidomain results in Section 3 we now formulate the iteration for the error on two subdomains as a matrix iteration, and obtain a convergence result in both the 2-norm and the infinity norm.
Lemma 2.16. Suppose $\theta \in [\frac{1}{2}, 1]$. If $\lambda_+ = e^\nu$, then the error in the approximation generated by the two subdomain fully discrete SWR iteration at the interfaces $x_\alpha$ and $x_\beta$ satisfies

$$\xi^k = G_2^2 \xi^{k-2},$$

(2.32)

where $\xi^k = \left(\hat{e}^k_{1, \alpha}, \hat{e}^k_{2, \beta}\right)^T$,

$$G_2^2 = \begin{pmatrix} r_1p_2 & 0 \\ 0 & r_1p_2 \end{pmatrix},$$

(2.33)

and

$$r_1 = \frac{\sinh((l_1 - \delta)v)}{\sinh(l_1v)}\quad\text{and}\quad p_2 = \frac{\sinh((l_2 - \delta)v)}{\sinh(l_2v)}.$$

(2.34)

Moreover,

$$\|G_2^2\|_\infty = \|G_2^2\|_2 = \frac{\sinh((l_1 - \delta)v)\sinh((l_2 - \delta)v)}{\sinh(l_1v)\sinh(l_2v)} < \left| \frac{(l_1 - \delta)}{l_1} \frac{(l_2 - \delta)}{l_2} \right| < 1.$$

Parseval’s identity for the discrete Laplace transform, in the next Lemma, will be useful to prove the convergence of the SWR algorithm in the time domain.

Lemma 2.17. Let $v = (v(0), v(1), \ldots)^T$ be a general vector defined on a regular (time) grid with step size $\Delta t$. Then a Parseval’s identity

$$\sup_{\sigma > 0} \int_{\frac{\pi}{\Delta t}}^{\frac{2\pi}{\Delta t}} |\hat{v}(s)|^2 \, d\omega = \Delta t\|v\|_2,$$

(2.35)

holds, where $\|v\|_2 = \sum_{n=0}^{\infty} |v(n)|^2$.

Moreover, if $v = (v(0), v(1), \ldots, v(T/\Delta t))^T$ then we have

$$\sup_{\sigma > 0} \int_{\frac{\pi}{T\Delta t}}^{\frac{2\pi}{T\Delta t}} |\hat{v}(s)|^2 \, d\omega = \frac{\Delta t}{T}(T - \Delta t)\|v\|_2,$$

(2.36)

where $\|v\|_2 = \sum_{n=0}^{T/\Delta t} |v(n)|^2$. Here, we assume that $T/\Delta t$ is an integer.

Proof. We will prove the first result (2.35), the second result (2.36) follows in a similar way. Substituting the discrete Laplace transform definition (2.5) into the left hand side of (2.35), we have

$$\int_{\frac{\pi}{\Delta t}}^{\frac{2\pi}{\Delta t}} |\hat{v}(s)|^2 \, d\omega = \frac{\Delta t^2}{2\pi} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} e^{-(n+m)\sigma\Delta t} v(n) v(m) \int_{\frac{\pi}{\Delta t}}^{\frac{2\pi}{\Delta t}} e^{i(m-n)\omega\Delta t} \, d\omega.$$

(2.37)

The basis functions, $e^{i\omega\Delta t}$, in the double sums above are orthogonal over $\omega \in [-\pi/\Delta t, \pi/\Delta t]$, in fact

$$\int_{\frac{\pi}{\Delta t}}^{\frac{2\pi}{\Delta t}} e^{i(m-n)\omega\Delta t} \, d\omega = \begin{cases} \frac{2\pi}{\Delta t} & n = m \\ 0 & n \neq m. \end{cases}$$

Now, we use the above orthogonality property to simplify the double sum in (2.37) and obtain

$$\int_{\frac{\pi}{\Delta t}}^{\frac{2\pi}{\Delta t}} |\hat{v}(s)|^2 \, d\omega = \Delta t \sum_{n=0}^{\infty} e^{-2\sigma\Delta t} |v(n)|^2.$$

(2.38)

Taking the supremum of both sides in (2.38) over $\sigma > 0$ the result follows.
The following corollary shows the convergence (at the interfaces) of the discrete SWR-algorithm in the time domain for \( t > 0 \).

**Corollary 2.18.** Suppose \( \theta \in \left[ \frac{1}{2}, 1 \right] \). If \( \lambda_+ = e^\nu \), then the errors in the time domain at the interfaces \( x_\alpha \) and \( x_\beta \) for \( t > 0 \), \( e^k_{1,\alpha} \) and \( e^k_{2,\beta} \), in the SWR approximation (2.3) converge and satisfy

\[
\|e^k_{1,\alpha}\|_2 \leq \frac{(l_1 - \delta)(l_2 - \delta)}{l_1 l_2} \|e^{k-2}_{1,\alpha}\|_2,
\]
\[
\|e^k_{2,\beta}\|_2 \leq \frac{(l_1 - \delta)(l_2 - \delta)}{l_1 l_2} \|e^{k-2}_{2,\beta}\|_2.
\]

(2.39)

Here \( \|e^k_{1,\alpha}\|^2 = \sum_{n=0}^{\infty} |e^k_{1,\alpha}(n)|^2 \) and \( \|e^k_{2,\beta}\|^2 = \sum_{n=0}^{\infty} |e^k_{2,\beta}(n)|^2 \).

**Proof.** The proof of Corollary 2.18 follows from Lemma 2.13 and Parseval’s identity (2.35). \( \square \)

The convergence in the time domain at all the interior nodes follows from convergence at the interfaces, \( x_\alpha \) and \( x_\beta \), Corollary 2.18, and a discrete maximum principle in the time domain.

In practice, we integrate in time using \( \theta \)-method over a bounded time interval \( t \in (0, T] \). This allows exchanging information between the subdomains at the end of the time interval \( T \). The following corollary shows the convergence of the discrete SWR-algorithm (2.3) at the interfaces (in the time domain) on a bounded time interval \( t \in (0, T] \).

**Corollary 2.19.** Suppose \( \theta \in \left[ \frac{1}{2}, 1 \right] \). If \( \lambda_+ = e^\nu \), then the error in the SWR approximation (2.3) in the time domain \( t \in (0, T] \) at the interfaces \( x_\alpha \) and \( x_\beta \), \( \tilde{e}^k_{1,\alpha} \) and \( \tilde{e}^k_{2,\beta} \), converge according to

\[
\|\tilde{e}^k_{1,\alpha}\|_2 \leq \sup_{\tilde{R}_s} \left| \frac{\sinh((l_1 - \delta)v)}{\sinh(l_1 v)} \frac{\sinh((l_2 - \delta)v)}{\sinh(l_2 v)} \right| \|\tilde{e}^{k-2}_{1,\alpha}\|_2,
\]
\[
\|\tilde{e}^k_{2,\beta}\|_2 \leq \sup_{\tilde{R}_s} \left| \frac{\sinh((l_1 - \delta)v)}{\sinh(l_1 v)} \frac{\sinh((l_2 - \delta)v)}{\sinh(l_2 v)} \right| \|\tilde{e}^{k-2}_{2,\beta}\|_2,
\]

(2.40)

where \( \tilde{R}_s = \{ s \mid s = \sigma + i\omega, \sigma > 0 \text{ and } \pi/T \leq |\omega| \leq \pi/\Delta t \} \). \( \|\tilde{e}^k_{1,\alpha}\|_2 = \sum_{n=0}^{T/\Delta t} |e^k_{1,\alpha}(n)|^2 \) and \( \|\tilde{e}^k_{2,\beta}\|_2 = \sum_{n=0}^{T/\Delta t} |e^k_{2,\beta}(n)|^2 \). Here, we assume that \( T/\Delta t \) is an integer.

**Proof.** The proof of Corollary 2.19 follows by restricting the frequencies considered in Lemma 2.13 to \( \pi/T \leq |\omega| \leq \pi/\Delta t \) and using Parseval’s identity (2.36). \( \square \)

Corollary 2.19 will be used to present the numerical results for the two subdomain case in the time domain in Section 4.

### 3. Multidomain Convergence Analysis

In this section, we discuss the fully discrete convergence analysis of the SWR-algorithm on arbitrary number of a bounded subdomains.

To obtain the classical SWR solution of (1.1) on an arbitrary (finite) number of subdomains, we decompose \( \Omega \) into \( S \) overlapping subdomains: \( \Omega^S_j = \{ x_i : i = \alpha_j, \ldots, \beta_j \} \) for \( j = 1, \ldots, S \) where \( x_{\alpha_1} = -L, x_{\beta_1} = L \), and \( x_{\alpha_{j+1}} < x_\beta \) for \( j = 1, \ldots, S - 1 \). We assume that \( x_{\beta_j} < x_{\alpha_{j+2}} \) for \( j = 1, \ldots, S - 2 \) so that non-adjacent subdomains do not overlap, see Figure 5.
The classical semi-discrete SWR algorithm on $S$ subdomains, $\Omega^b_j$, for $j = 1, \ldots, S$, can be written as: for $k = 1, 2, \ldots$, solve

$$\frac{du^k_j(t)}{dt} = A_j u^k_j(t) + f^k_j(t), \quad t > 0,$$

(3.1)

where

$$u^k_j(t) = \begin{pmatrix} u^k_{j,(\alpha_j-1)}(t), u^k_{j,(\alpha_j-2)}(t), \ldots, u^k_{j,(\beta_j-1)}(t) \end{pmatrix}^T,$$

(3.2)

are the subdomain iterates on the interior nodes of $\Omega^b_j$. Here, $A_j = \frac{1}{\Delta x^2} \text{tridiag}(1, -2, 1)$, where $A_j \in \mathbb{R}^{(\beta_j-\alpha_j-1) \times (\beta_j-\alpha_j-1)}$, for $j = 1, \ldots, S$.

The vectors $f^k_j \in \mathbb{R}^{\beta_j-\alpha_j-1}$, for $j = 1, \ldots, S$, are defined by

$$f^k_1(t) = \bar{f}_1(t) + \frac{1}{\Delta x^2} u^k_{1,\beta_1}(t) \delta_{1,1},$$

$$f^k_j(t) = \bar{f}_j(t) + \frac{1}{\Delta x^2} u^k_{j,\beta_j}(t) \delta_{1,1} + \frac{1}{\Delta x^2} u^k_{j,\alpha_j}(t) \delta_{2,1}, \quad \text{for } j = 2, \ldots, S-1,$$

$$f^k_S(t) = \bar{f}_S(t) + \frac{1}{\Delta x^2} u^k_{S,\alpha_S}(t) \delta_{2,S},$$

(3.3)

where $\delta_{1,1} \in \mathbb{R}^{\beta_j-\alpha_j-1}$ and $\delta_{2,1} \in \mathbb{R}^{\beta_j-\alpha_j-1}$, are the unit column vectors

$$\delta_{1,1} = (0, \ldots, 0, 1)^T \quad \text{and} \quad \delta_{2,1} = (1, 0, \ldots, 0)^T.$$

(3.4)

The overbar notation indicates that $\bar{f}_j$, for $j = 1, \ldots, S$, are components $\{\alpha_j + 1, \ldots, \beta_j - 1\}$ of $f_j$. This bar notation will be used in this manner throughout this section.

The system (3.1) is supplemented with an initial condition

$$u^k_j(0) = \bar{u}_j(0), \quad j = 1, \ldots, S,$$

(3.5)

and boundary and Dirichlet transmission conditions

$$u^k_{1,\alpha_1}(t) = h_1(t), \quad u^k_{1,\beta_1}(t) = u^k_{2,\alpha_1}(t),$$

$$u^k_{j,\alpha_j}(t) = u^k_{j-1,\alpha_j}(t), \quad u^k_{j,\beta_j}(t) = u^k_{j+1,\beta_j}(t), \quad \text{for } j = 2, \ldots, S-1,$$

$$u^k_{S,\alpha_S}(t) = u^k_{S-1,\alpha_S}(t), \quad u^k_{S,\beta_S}(t) = h_2(t).$$

(3.6)

Here, $u^k_{j,m}(t), t > 0$, represents the numerical approximation of $u(x,t)$ at $x = x_m$ on $\Omega^b_j$ obtained by the $k^{th}$ iteration of the SWR algorithm. To get the iteration started, we must pick initial guesses for $u^0_{j,\beta_j}(t)$ and $u^0_{j,\alpha_j}(t)$, for $j = 1, \ldots, S$.

To analyze the fully discrete SWR algorithm we begin with a lemma which describes the single domain discrete solution of (1.1) on $S$ subdomains using the $\theta$-method.
Lemma 3.1. The single domain solution at $t = t_n$, $u(n)$, restricted to the interior of $\Omega^h_j$, $\tilde{u}_j(n)$, for $j = 1, \ldots, S$, using the $\theta$-method to integrate the semi-discrete heat equation (1.1), is the unique solution of the subsystems

$$(I_j - \theta \Delta t A_j) \tilde{u}_j(n) - \theta \Delta t f_j(n) = (I_j - (\theta - 1)\Delta t A_j)\tilde{u}_j(n - 1) - (\theta - 1)\Delta t f_j(n - 1),$$

for $n = 1, 2, \ldots$, where

$$f_1(n) = \tilde{f}_1(n) + \frac{1}{\Delta x^2} u_{\beta_1}(n)\delta_{1,1},$$

$$f_j(n) = \tilde{f}_j(n) + \frac{1}{\Delta x^2} u_{\beta_j}(n)\delta_{1,j} + \frac{1}{\Delta x^2} u_{\alpha_j}(n)\delta_{2,j}, \quad \text{for } j = 2, \ldots, S - 1,$$

$$f_S(n) = \tilde{f}_S(n) + \frac{1}{\Delta x^2} u_{\alpha_S}(n)\delta_{2,S}.$$ 

Here $f_j(n)$ = $f_j(t_n)$, for $j = 1, \ldots, S$, $\delta_{1,j}$ and $\delta_{2,j}$, for $j = 1, \ldots, S$, are defined in (3.4). The quantities $u_{\beta_j}(n)$ and $u_{\alpha_j}(n)$, for $j = 1, \ldots, S$, are the single domain solutions at the interface nodes at time $t_n$, and $I_j$, for $j = 1, \ldots, S$, are the $(\beta_j - \alpha_j - 1) \times (\beta_j - \alpha_j - 1)$ identity matrices.

Similar expressions for the SWR approximations are given in the next lemma.

Lemma 3.2. The solution of (3.1)–(3.6) using the $\theta$-method at $t = t_n$, $u_j^k(n)$, for $j = 1, \ldots, S$, are the unique solutions of the subsystems

$$(I_j - \theta \Delta t A_j) u_j^k(n) - \theta \Delta t f_j^k(n) = (I_j - (\theta - 1)\Delta t A_j)u_j^k(n - 1) - (\theta - 1)\Delta t f_j^k(n - 1),$$

for $n = 1, 2, \ldots$. Here $f_j^k(n)$ = $f_j^k(t_n)$, for $j = 1, \ldots, S$, where the vectors $f_j^k(t)$ are defined in (3.3).

We denote the error between the single domain and SWR solutions at time step $n$ by $e_j^k(n) = u_j^k(n) - \tilde{u}_j(n)$ for $j = 1, \ldots, S$. Simply subtracting the representations of the single domain and SWR solutions, from the previous two lemmas, gives the following result.

Lemma 3.3. For $k = 1, 2, \ldots$ and $n = 1, 2, \ldots$, the errors, $e_j^k(n)$, for $j = 1, \ldots, S$ in the SWR approximations from (3.8) satisfy

$$(I_1 - \theta \Delta t A_1) e_1^k(n) - \mu e_1^{k,1}(n)\delta_{1,1} = (I_1 - (\theta - 1)\Delta t A_1)e_1^k(n - 1) - \mu(\theta - 1) e_1^{k,1}(n - 1)\delta_{1,1},$$

$$(I_j - \theta \Delta t A_j) e_j^k(n) - \mu( e_j^{k,j + 1}(n)\delta_{1,j} + e_j^{k,j}(n)\delta_{2,j}) = (I_j - (\theta - 1)\Delta t A_j)e_j^k(n - 1) - \mu(\theta - 1) e_j^{k,j}(n - 1)\delta_{1,j} + e_j^{k,j}(n - 1)\delta_{2,j}, \quad j = 2, \ldots, S - 1$$

$$(I_S - \theta \Delta t A_S) e_S^k(n) - \mu e_S^{k,S}(n)\delta_{2,S} = (I_S - (\theta - 1)\Delta t A_S)e_S^k(n - 1) - \mu(\theta - 1) e_S^{k,S}(n - 1)\delta_{2,S},$$

with initial condition

$$e_j^k(0) = \bar{0}_j, \quad \text{for } j = 1, \ldots, S,$$

and boundary and transmission conditions given by

$$e_1^{k,1}(n) = 0, \quad e_1^{k,1}(n) = e_2^{k,1}(n),$$

$$e_j^{k,j}(n) = e_j^{k,j - 1}(n), \quad e_j^{k,j}(n) = e_j^{k,j - 1}(n), \quad \text{for } j = 2, \ldots, S - 1,$$

$$e_S^{k,S}(n) = e_S^{k,S - 1}(n), \quad e_S^{k,S}(n) = 0.$$

Here, $\mu = \Delta t / \Delta x^2$ and $\bar{0}_j \in \mathbb{R}^{\beta_j - \alpha_j - 1}$, for $j = 1, \ldots, S$, is a zero vector.
Using the boundary values and the definitions of $A_j, \delta_{1,j},$ and $\delta_{2,j}$, for $j = 1, \ldots, S$, we obtain the following lemma.

**Lemma 3.4.** Component-wise, for $j = 1, \ldots, S$, $k = 1, 2, \ldots$ and $n = 1, 2, \ldots$ the errors, $e_{j,m_j}^k(n)$, in the SWR approximations obtained in (3.8) satisfy

\[
-\mu t e_{j,m_j-1}^k(n) + (1 + 2\mu t) e_{j,m_j}^k(n) - \mu t e_{j,m_j+1}^k(n) = -\mu t (\theta - 1) e_{j,m_j-1}^k(n - 1) + (1 + 2\mu t (\theta - 1)) e_{j,m_j}^k(n - 1) - \mu t (\theta - 1) e_{j,m_j+1}^k(n - 1),
\]

where $m_j \in \{\alpha_j + 1, \ldots, \beta_j - 1\}$, subject to $e_{j,m_j}^k(0) = 0$ and (3.9).

The recursions for the discrete Laplace transforms of the errors are recorded in the next lemma.

**Lemma 3.5.** For $j = 1, \ldots, S$, $k = 1, 2, \ldots$ and $n = 1, 2, \ldots$, the discrete Laplace transform of errors, $\hat{e}_{j,m_j}^k(n)$, in the SWR approximations obtained from (3.8) satisfy

\[
\mu \hat{e}_{j,m_j-1}^k(s) - (2\mu + \eta) \hat{e}_{j,m_j}^k(s) + \mu \hat{e}_{j,m_j+1}^k(s) = 0,
\]

(3.10)

where $m_j \in \{\alpha_j + 1, \ldots, \beta_j - 1\}$, $\mu = \Delta t / \Delta x^2$, $\eta = \frac{z - 1}{\eta - (1 - 1)}$ and $z = e^{\Delta t}$, for $s \in R_s$. The Laplace transforms of the boundary conditions are

\[
\hat{e}_{1,\alpha_1}^1(s) = 0, \quad \hat{e}_{1,\beta_1}^1(s) = \hat{e}_{2,\beta_1}^1(s),
\]

\[
\hat{e}_{j-1,\alpha_j}^j(s) = \hat{e}_{j-1,\beta_j}^j(s), \quad \hat{e}_{j,\beta_j}^j(s) = \hat{e}_{j+1,\beta_j}^j(s), \quad \text{for } j = 2, \ldots, S - 1,
\]

\[
\hat{e}_{S-1,\alpha_S}^S(s) = \hat{e}_{S-1,\beta_S}^S(s), \quad \hat{e}_{S,\beta_S}^S(s) = 0.
\]

(3.11)

The general solutions of these recursion relations are given in the next two lemmas.

**Lemma 3.6.** The general solutions of the recursions (3.10) and (3.11) for the Laplace transforms of the error are given by

\[
\hat{e}_{j,m_j}^k(s) = a_j^k \lambda_+^{m_j} + b_j^k \lambda_-^{m_j}, \quad \text{for } m_j \in \{\alpha_j + 1, \ldots, \beta_j - 1\}, \quad \text{and } j = 1, \ldots, S,
\]

(3.12)

where $\lambda_+$ solves $\lambda^2 - (2 + \frac{\eta}{\mu}) \lambda + 1 = 0$ and is given explicitly by

\[
\lambda_+ = 1 + \frac{\eta}{2\mu} + \sqrt{\frac{\eta^2 + 4\mu \eta}{2\mu}},
\]

(3.13)

where $\mu = \frac{\Delta t}{\Delta x^2}$, $\eta = \frac{z - 1}{\eta - (1 - 1)}$ and $z = e^{\Delta t}$, $s \in R_s$. In the expression for $\lambda_+$, we have chosen the square root with positive real part.

The coefficients $(a_j^k, b_j^k)^T =: c_j^k$ in the representations of the errors above are shown to satisfy a fixed point iteration in the next lemma.

**Lemma 3.7.** The coefficients $c_j^k = (a_j^k, b_j^k)^T$, for $j = 1, \ldots, S$, in the general solution for the Laplace transforms of the error, satisfy

\[
c_1^k = \Lambda_1^{-1} \Pi_1 c_2^k - 1, \\
c_j^k = \Lambda_j^{-1} \Theta_j c_{j-1}^k + \Lambda_j^{-1} \Pi_j c_{j+1}^k, \quad \text{for } j = 2, \ldots, S - 1,
\]

\[
c_S^k = \Lambda_S^{-1} \Theta_S c_{S-1}^k,
\]

where

\[
\Lambda_j = \begin{pmatrix} \lambda_+^{\alpha_j} & \lambda_+^{-\alpha_j} \\ \lambda_-^{\alpha_j} & \lambda_-^{-\alpha_j} \end{pmatrix}, \quad \Theta_j = \begin{pmatrix} \lambda_+^{\alpha_j} & \lambda_+^{-\alpha_j} \\ 0 & 0 \end{pmatrix}, \quad \text{and } \Pi_j = \begin{pmatrix} 0 & 0 \\ \lambda_+^{\beta_j} & \lambda_-^{\beta_j} \end{pmatrix}.
\]
Lemma 3.8. If $\lambda_+ = e^v$, then the Laplace transforms of the errors in the approximation generated by the fully discrete multi-domain SWR iteration (3.8) at the interfaces $x_{\beta_j}$, for $j = 1, \ldots, S - 1$, and $x_{\alpha_j}$, for $j = 2, \ldots, S$, satisfy
\[
\xi^k = G_S \xi^{k-1},
\]
where
\[
\xi^k = \left(\hat{e}_{1,\alpha_1}^k(s), \hat{e}_{2,\beta_1}^k(s), \hat{e}_{2,\alpha_2}^k(s), \ldots, \hat{e}_{S-1,\beta_{S-2}}^k(s), \hat{e}_{S-1,\alpha_S}^k(s), \hat{e}_{S,\beta_S}^k(s)\right)^T,
\]
$s \in R_s$, and $G_S \in \mathbb{C}^{2(S-1) \times 2(S-1)}$ is given by
\[
G_S = \begin{pmatrix}
0 & r_1 & 0 & 0 & q_2 & 0 & 0 & q_3 & 0 & 0 & \cdots & \cdots & \cdots & \cdots & 0 & q_{S-1} & 0 & 0 & r_{S-1} & 0 & \cdots & \cdots & \cdots & \cdots & 0 & 0 & q_S & 0 & 0 & r_S & 0
\end{pmatrix},
\]
The non-zero elements in the matrix are
\[
\begin{align*}
r_j &= \frac{\sinh((l_j - \delta_j) v)}{\sinh(l_j v)}, & \quad & \text{for } j = 1, \ldots, S - 1, \\
p_j &= \frac{\sinh((l_j - \delta_{j-1}) v)}{\sinh(l_j v)}, & \quad & \text{for } j = 2, \ldots, S, \\
q_j &= \frac{\sinh(\delta_{j-1} v)}{\sinh(l_j v)}, & \quad & \text{for } j = 2, \ldots, S - 1, \\
s_j &= \frac{\sinh(\delta_j v)}{\sinh(l_j v)}, & \quad & \text{for } j = 2, \ldots, S - 1.
\end{align*}
\]
The quantities $\delta_j = \beta_j - \alpha_{j+1}$, for $j = 1, \ldots, S - 1$, and $l_j = \beta_j - \alpha_j$, for $j = 1, \ldots, S$, determine the overlaps and the subdomain sizes, respectively.
Proof. On $\Omega_1$, using (3.14), the Laplace transform of the error on the interface $x_{\alpha_2}$, can be written as
\[
\hat{e}^k_{1,\alpha_2}(s) = (\lambda_+^2, \lambda_-^2) \mathbf{e}_1^k = (\lambda_+^2, \lambda_-^2) \Lambda_{1}^{-1} \Pi_1 \mathbf{e}_2^{k-1}. \tag{3.22}
\]
Substituting in the elements of the matrices $\Lambda_1$ and $\Pi_1$, using hyperbolic identities, using the mapping $\lambda_+ = e^v$, and introducing the quantities $\delta_1 = \beta_1 - \alpha_2$ and $l_1 = \beta_1 - \alpha_1$, we have
\[
\hat{e}^k_{1,\alpha_2}(s) = \frac{\sinh((l_1 - \delta_1)v)}{\sinh(l_1v)} \hat{e}_{2,\beta_1}^{k-1}(s) = r_1 \hat{e}_{2,\beta_1}^{k-1}(s), \tag{3.23}
\]
where $r_1$ is defined in (3.21).

On $\Omega_j$, for $j = 2, \ldots, S - 1$, using (3.14), the mapping $\lambda_+ = e^v$, and introducing the quantities $\delta_j = \beta_j - \alpha_j+1$ and $l_j = \beta_j - \alpha_j$, we may write the Laplace transforms of the errors on the interfaces $x_{\beta_{j-1}}$ and $x_{\alpha_j+1}$ as
\[
\begin{align*}
\hat{e}^k_{j,\beta_{j-1}}(s) &= \frac{\sinh((l_j - \delta_{j-1})v)}{\sinh(l_jv)} \hat{e}_{j-1,\beta_1}^{k-1}(s) + \frac{\sinh(\delta_{j-1}v)}{\sinh(l_jv)} \hat{e}_{j+1,\beta_j}^{k-1}(s) = p_j \hat{e}_{j-1,\alpha_1}^{k-1}(s) + q_j \hat{e}_{j+1,\beta_j}^{k-1}(s), \\
\hat{e}^k_{j,\alpha_{j+1}}(s) &= \frac{\sinh(\delta_jv)}{\sinh(l_jv)} \hat{e}_{j-1,\beta_1}^{k-1}(s) + \frac{\sinh((l_j - \delta_j)v)}{\sinh(l_jv)} \hat{e}_{j+1,\beta_j}^{k-1}(s) = s_j \hat{e}_{j-1,\alpha_1}^{k-1}(s) + r_j \hat{e}_{j+1,\beta_j}^{k-1}(s), \tag{3.24}
\end{align*}
\]
where $p_j$, $q_j$, $s_j$, and $r_j$ are defined in (3.21).

Finally, on $\Omega_S$, using (3.14) and introducing the quantities $\delta_{S-1} = \beta_{S-1} - \alpha_S$ and $l_S = \beta_S - \alpha_S$, we have the Laplace transform of the error on the interface $x_{\beta_{S-1}}$ as
\[
\hat{e}^k_{S,\beta_{S-1}}(s) = \frac{\sinh((l_S - \delta_{S-1})v)}{\sinh(l_Sv)} \hat{e}_{S-1,\alpha_S}^{k-1}(s) = p_S \hat{e}_{S-1,\alpha_S}^{k-1}(s), \tag{3.25}
\]
where $p_S$ is defined in (3.21).

Writing (3.23), (3.25), and (3.24) in matrix form we arrive at (3.18).

The next lemma proves the convergence at the interfaces in the infinity norm.

Lemma 3.9. Suppose $\theta \in [\frac{1}{2}, 1]$. The Laplace transforms of the errors defined in (3.18) converge to the zero vector as $k \to \infty$ in the infinity norm.

Proof. The infinity norm of $G_S$ is
\[
\|G_S\|_\infty = \max \left\{ |r_1|, |p_S|, \max_{j=2,\ldots,S-1} \{ |p_j| + |q_j|, \max_{j=2,\ldots,S-1} |s_j| + |r_j| \} \right\}, \tag{3.26}
\]
where $p_j$, $q_j$, $s_j$, and $r_j$ are defined in (3.21). Using Lemma 2.12, for all $s \in R_s$, we have
\[
\begin{align*}
|r_1| &= \left| \frac{\sinh((l_1 - \delta_1)v)}{\sinh(l_1v)} \right| < \frac{l_1 - \delta_1}{l_1} < 1, \\
|p_S| &= \left| \frac{\sinh((l_S - \delta_{S-1})v)}{\sinh(l_Sv)} \right| < \frac{l_S - \delta_{S-1}}{l_S} < 1, \\
|p_j| + |q_j| &= \left| \frac{\sinh((l_j - \delta_{j-1})v)}{\sinh(l_jv)} \right| + \left| \frac{\sinh(\delta_{j-1}v)}{\sinh(l_jv)} \right| < \frac{l_j - \delta_{j-1} + \delta_{j-1}}{l_j} = 1, \\
|s_j| + |r_j| &= \left| \frac{\sinh(\delta_jv)}{\sinh(l_jv)} \right| + \left| \frac{\sinh((l_j - \delta_j)v)}{\sinh(l_jv)} \right| < \frac{\delta_j + l_j - \delta_j}{l_j} = 1. \tag{3.27}
\end{align*}
\]
From (3.26) and (3.27), we have $\|G_S\|_\infty < 1$, and the result follows. \qed
Remark. We see that the infinity norm of \( G \) will tend to one if even a single overlap shrinks to zero, which coincides with our usual understanding of the convergence of (classical) Schwarz methods.

The following lemma is used to prove that a maximum principle holds in the fully discrete multi-domain case.

**Lemma 3.10.** Suppose \( m_j \in \{ \alpha_j, \ldots, \beta_j \} \), for \( j = 1, \ldots, S \), and define

\[
\zeta^k = \begin{pmatrix} \hat{e}_{1,m_1}^k(s), \hat{e}_{2,m_2}^k(s), \ldots, \hat{e}_{S-1,m_{S-1}}^k(s), \hat{e}_{S,m_S}^k(s) \end{pmatrix}^T, \tag{3.28}
\]

where \( \hat{e}_{j,m_j}^k \) is the Laplace transform of the SWR error at an arbitrary node \( m_j \in \Omega_j \). If \( \lambda_+ = e^w \), then

\[
\zeta^k = G^*_S \zeta^{k-1}, \tag{3.29}
\]

where \( \zeta^k \) is defined in (3.19) and \( G^*_S \in \mathbb{C}^{S \times 2(S-1)} \) is given by

\[
G^*_S = 
\begin{pmatrix}
0 & q_1^* & 0 & 0 & q_2^*
p_1^* & 0 & 0 & q_3^* & \cdots & \cdots & \cdots & \cdots
0 & 0 & q_S^* - 1 & p_{S-1}^* & 0 & 0 & q_{S-1}^*
\end{pmatrix}.
\tag{3.30}
\]

The matrix elements of \( G^*_S \) are given by

\[
p_j^* = \frac{\sinh((\beta_j - m_j)v)}{\sinh((\beta_j - \alpha_j)v)}, \quad \text{for } j = 2, \ldots, S,
\]

\[
q_j^* = \frac{\sinh((m_j - \alpha_j)v)}{\sinh((\beta_j - \alpha_j)v)}, \quad \text{for } j = 1, \ldots, S - 1.
\tag{3.31}
\]

**Proof.** On \( \Omega_1 \), using (3.14) the Laplace transform of the error, \( \hat{e}_{1,m_1}^k(s) \), can be written as

\[
\hat{e}_{1,m_1}^k(s) = \frac{\sinh((m_1 - \alpha_1)v)}{\sinh((\beta_1 - \alpha_1)v)} \hat{e}_{2,\beta_1}^{k-1}(s) = q_1^* e_{2,\beta_1}^{k-1}(s),
\tag{3.32}
\]

where \( q_1^* \) is defined in (3.31).

On \( \Omega_j, \) for \( j = 2, \ldots, S - 1 \), using (3.14), the Laplace transform of the error, \( \hat{e}_{j,m_j}^k(s) \), for \( j = 2, \ldots, S - 1 \), can be written as

\[
\hat{e}_{j,m_j}^k(s) = \frac{\sinh((\beta_j - m_j)v)}{\sinh((\beta_j - \alpha_j)v)} \hat{e}_{j-1,\alpha_j}^{k-1}(s) + \frac{\sinh((m_j - \alpha_j)v)}{\sinh((\beta_j - \alpha_j)v)} \hat{e}_{j+1,\beta_j}^{k-1}(s)
= p_j^* e_{j-1,\alpha_j}^{k-1}(s) + q_j^* e_{j+1,\beta_j}^{k-1}(s),
\tag{3.33}
\]

where \( p_j^* \) and \( q_j^* \) are defined in (3.31).

Finally, on \( \Omega_S \), using (3.14), the Laplace transform of the error, \( \hat{e}_{S,m_S}^k(s) \), can be written as

\[
\hat{e}_{S,m_S}^k(s) = \frac{\sinh((\beta_S - m_S)v)}{\sinh((\beta_S - \alpha_S)v)} \hat{e}_{S-1,\alpha_S}^{k-1}(s) = p_S^* e_{S-1,\alpha_S}^{k-1}(s),
\tag{3.34}
\]

where \( p_S \) is defined in (3.31).

Writing (3.32), (3.34), and (3.33) in matrix form we arrive at (3.29).

We are now in a position to prove convergence of the SWR algorithm at all mesh points.
Theorem 3.11. Suppose $\theta \in \left[ \frac{1}{2}, 1 \right]$. If $\lambda_+ = e^\nu$, then the maximum error for the fully discrete multi-domain SWR iteration (3.8) occurs on the boundaries $x_{\beta_j}$, for $j = 1, \ldots, S - 1$, and $x_{\alpha_j}$, for $j = 2, \ldots, S$. The Laplace transform of the errors satisfy
\[
\|\xi_k\|_\infty \leq \|\xi^{k-1}\|_\infty,
\tag{3.35}
\]
where $\xi^k$ and $\xi^k$ are defined in (3.28) and (3.19), and hence the algorithm converges at each grid node.

Proof. The result follows by showing $\|G_S^k\|_\infty = 1$, where $G_S^k$ is defined in (3.30). The infinity norm of $G_S^k$ is
\[
\|G_S^k\|_\infty = \max \left\{ |q_1|^*, |p_S^*|, \max_{j=2,\ldots,S-1} \left\{ |p_j|^* + |q_j|^* \right\} \right\},
\tag{3.36}
\]
where $p_j^*$ and $q_j^*$ are defined in (3.31).

Using Lemma 2.12, for $s \in R_s$, we have
\[
|q_1^*| = \left| \frac{\sinh((m_1 - \alpha_1)\nu)}{\sinh((\beta_1 - \alpha_1)\nu)} \right| \leq 1, \quad \text{for } m_1 = \alpha_1, \ldots, \beta_1,
\]
\[
|p_S^*| = \left| \frac{\sinh((\beta_1 - m_S)\nu)}{\sinh((\beta_1 - \alpha_1)\nu)} \right| \leq 1, \quad \text{for } m_S = \alpha_S, \ldots, \beta_S,
\tag{3.37}
\]
\[
|p_j|^* + |q_j|^* = \left| \frac{\sinh((\beta_j - m_j)\nu)}{\sinh((\beta_j - \alpha_j)\nu)} \right| + \left| \frac{\sinh((m_j - \alpha_j)\nu)}{\sinh((\beta_j - \alpha_j)\nu)} \right| \leq 1, \quad \text{for } m_j = \alpha_j, \ldots, \beta_j.
\]

From (3.37), we have $\|G_S^k\|_\infty = 1$, and the inequality (3.35) follows. The convergence at the interior nodes follows from inequality (3.35) and the convergence at the interfaces obtained in Lemma 3.9.

Although the theorem above guarantees the convergence in the frequency domain (at all nodes), it does not provide a convergence rate (due to the generality of the domain splitting). The convergence in the time domain does follow, however, from the definition of the discrete Laplace transform.

In general, the contraction matrix $G_S$ is not symmetric, nor Toeplitz, for all $\ell_j$ and $\delta_j$. This makes it difficult to find a closed-form upper bound for its norm. To find such an upper bound the next Corollary considers a special form of $G_S$, resulting from the restriction to a uniform partitioning with equal sized overlaps and subdomain sizes.

Corollary 3.12. Suppose $\theta \in \left[ \frac{1}{2}, 1 \right]$ and the spatial domain has been partitioned into $S$ equal sized overlapping subdomains of width $l\Delta x$ with equal overlap $\delta \Delta x$, with $l = (2N - \delta)/S + \delta$. If $\lambda_+ = e^\nu$ then the Laplace transforms of the errors in the approximation generated by the fully discrete multi-subdomain SWR iteration (3.8) at the interfaces $x_{\beta_j}$, for $j = 1, \ldots, S - 1$, and $x_{\alpha_j}$, for $j = 2, \ldots, S$, satisfy
\[
\xi^k = M_S \xi^{k-1},
\tag{3.38}
\]
where $\xi^k$ is defined in (3.19) and $M_S \in \mathbb{C}^{2(S-1)\times2(S-1)}$ is given by
\[
M_S = \begin{pmatrix}
0 & r & 0 & 0 & q \\
q & 0 & 0 & r & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
r & 0 & 0 & q & 0 \\
q & 0 & 0 & r & 0
\end{pmatrix}.
\tag{3.39}
\]
The matrix elements are given by
\[ r = \frac{\sinh((l - \delta)v)}{\sinh(lv)}, \quad \text{and} \quad q = \frac{\sinh(\delta v)}{\sinh(lv)}. \] (3.40)

We now proceed to analyze the two norm of the contraction matrix \( M_S \). For the following analysis, we assume that \( S \) is odd. The case where \( S \) is even can be dealt with in a similar way with small modifications.

**Lemma 3.13.** Suppose that \( S \) is odd and the spatial domain has been partitioned into \( S \) equal sized overlapping subdomains of width \( l \Delta x \) and with equal overlap \( \delta \Delta x \), with \( l = (2N - \delta)/S + \delta \). If \( \lambda_+ = e^v \), then the Laplace transforms of the errors in the approximation generated by the multi-domain fully discrete SWR iteration (3.8) at the interfaces \( x_{\beta_j} \), for \( j = 1, \ldots, S - 1 \), and \( x_{\alpha_j} \), for \( j = 2, \ldots, S \), satisfy
\[
\tilde{\zeta}_k = \tilde{M}_S \tilde{\zeta}_{k-1},
\] (3.41)
where
\[
\tilde{\zeta}_k = \begin{pmatrix} \xi_k^o \\ \xi_k^e \end{pmatrix} \quad \text{and} \quad \tilde{M}_S = \begin{pmatrix} \Phi_S & \Psi \\ \Psi \end{pmatrix}.
\] (3.42)

Here,
\[
\xi_k^o = \begin{pmatrix} \tilde{c}_1^k(s), \tilde{c}_{2,\beta_2}^k(s), \tilde{c}_{3,\alpha_4}^k(s), \ldots, \tilde{c}_{S-2,\beta_{S-3}}^k(s), \tilde{c}_{S-2,\alpha_{S-1}}^k(s), \tilde{c}_{S,\beta_{S-1}}^k(s) \end{pmatrix}^T,
\]
\[
\xi_k^e = \begin{pmatrix} \tilde{c}_{2,\beta_1}^k(s), \tilde{c}_{2,\alpha_3}^k(s), \tilde{c}_{4,\beta_3}^k(s), \tilde{c}_{4,\alpha_5}^k(s), \ldots, \tilde{c}_{S-1,\beta_{S-2}}^k(s), \tilde{c}_{S-1,\alpha_{S}}^k(s) \end{pmatrix}^T,
\] (3.43)
and \( \Phi_S, \Psi \in \mathbb{C}^{(S-1) \times (S-1)} \) are given by

\[
\Phi_S = \begin{pmatrix} r & q & 0 & 0 & \ldots & 0 \\ r & q & r & 0 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\ r & q & r & 0 & \ldots & 0 \\ r & q & r & 0 & \ldots & 0 \\ r & q & 0 & 0 & \ldots & 0 \end{pmatrix},
\]
\[
\Psi = \begin{pmatrix} r & q & 0 & 0 & \ldots & 0 \\ r & q & r & 0 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\ r & q & r & 0 & \ldots & 0 \\ r & q & r & 0 & \ldots & 0 \\ r & q & 0 & 0 & \ldots & 0 \end{pmatrix},
\] (3.44)

where \( r \) and \( q \) are given by
\[
r = \frac{\sinh((l - \delta)v)}{\sinh(lv)}, \quad \text{and} \quad q = \frac{\sinh(\delta v)}{\sinh(lv)}. \] (3.45)

**Proof.** First, we define the following permutation matrix
\[
P_S = \begin{pmatrix} \mathbf{P}_o \\ \mathbf{P}_e \end{pmatrix},
\] (3.46)
where \( \mathbf{P}_o, \mathbf{P}_e \in \mathbb{R}^{(S-1) \times 2(S-1)} \) are given by

\[
\mathbf{P}_o = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix},
\] (3.47)
Multiplying both sides of (3.38) by the permutation matrix $P_S$, we have

$$P_S \xi^k = P_S M_S \xi^{k-1}. \quad (3.49)$$

The permutation matrix, $P_S$, is an orthogonal matrix. Using the fact $P_S^T P_S = I$, (3.49) can be written as

$$P_S \xi^k = P_S M_S P_S^T P_S \xi^{k-1}. \quad (3.50)$$

Letting $\tilde{\xi}^k = P_S \xi^k$ and $\tilde{M}_S = P_S M_S P_S^T$, the result follows. □

The next lemma obtains an explicit contraction rate in the two norm for the error at the interfaces for the multidomain fully discrete SWR algorithm.

**Lemma 3.14.** Suppose $\theta \in [\frac{1}{2}, 1]$, $S$ is odd and the spatial domain has been partitioned into $S$ equal sized overlapping subdomains of width $l \Delta x$ and with equal overlap $\delta \Delta x$, with $l = (2N - \delta)/S + \delta$. If $\lambda_+ = e^v$, then the two norm of the Laplace transforms of the errors on the interfaces $x_{\alpha_j}$, for $j = 1, \ldots, S - 1$, and $x_{\beta_j}$, for $j = 2, \ldots, S$, for the fully discrete SWR iteration, (3.8), converge according to

$$\| \tilde{\xi}^k \|_2 \leq \left( 1 - 4 \frac{\delta(l - \delta)}{l^2} \sin^2 \left( \frac{\pi}{2S} \right) \right) \| \tilde{\xi}^{k-2} \|_2, \quad (3.51)$$

where $\tilde{\xi}^k$ and $\tilde{M}_S$ are defined in (3.42).

**Proof.** Using (3.42) the square of $\tilde{M}_S$ is

$$\tilde{M}_S^2 = \left( \Phi_S \Psi_S | \Psi_S \Phi_S \right), \quad (3.52)$$

where $\Phi_S \Psi_S, \Psi_S \Phi_S \in \mathbb{C}^{(S-1)\times(S-1)}$ are given by

$$\Phi_S \Psi_S = \begin{pmatrix}
    r^2 & r q & q^2 & \cdots & r q & q^2 & r q \\
    r q & r^2 & r q & q^2 & \cdots & r q & q^2 & r q \\
    q^2 & r q & r^2 & r q & \cdots & q^2 & r q & q^2 & r q \\
    \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
    r q & r^2 & r q & q^2 & \cdots & r q & q^2 & r q & r q \\
    q^2 & r q & r^2 & r q & \cdots & q^2 & r q & q^2 & r q & r q \\
    r q & r^2 & r q & q^2 & \cdots & r q & q^2 & r q & r q & r q \\
    r q & r^2 & r q & q^2 & \cdots & r q & q^2 & r q & r q & r q & r q
\end{pmatrix}. \quad (3.53)$$
and

\[
\Psi_S \Phi_S = \begin{pmatrix}
  r^2 & rq & q^2 \\
  rq & r^2 & rq \\
  q^2 & rq & r^2 \\
  \vdots & \ddots & \ddots \\
  rq & r^2 & q^2 \\
  q^2 & rq & r^2 \\
  rq & r^2 & rq \\
  q^2 & rq & r^2 \\
\end{pmatrix}.
\] (3.54)

Since $\tilde{M}_S^2$ is a block diagonal matrix, we have

\[
\left\| \tilde{M}_S^2 \right\|_2 = \max\{\left\| \Phi_S \Psi_S \right\|_2, \left\| \Psi_S \Phi_S \right\|_2\}. \quad (3.55)
\]

To find an upper bound for $\left\| \Phi_S \Psi_S \right\|_2$ and $\left\| \Psi_S \Phi_S \right\|_2$, we follow the same procedure as in [9]. We rewrite the matrices $\Phi_S$ and $\Psi_S$ as

\[
\Phi_S \Psi_S = T_S + q^2 F_1, \\
\Psi_S \Phi_S = T_S + q^2 F_2,
\] (3.56)

where $T_S = \text{tridiag}(rq, r^2, rq)$, $q^2 F_1 = \Phi_S \Psi_S - T_S$, and $q^2 F_2 = \Psi_S \Phi_S - T_S$.

Applying the two norm on both sides of (3.56) and using the triangle inequality, we have

\[
\left\| \Phi_S \Psi_S \right\|_2 \leq \left\| T_S \right\|_2 + |q|^2 \left\| F_1 \right\|_2, \\
\left\| \Psi_S \Phi_S \right\|_2 \leq \left\| T_S \right\|_2 + |q|^2 \left\| F_2 \right\|_2. \quad (3.57)
\]

The matrices, $F_j$, for $j = 1, 2$, have only $O(S - 1)$ entries, which are all ones. The structure of the $F_j$ for $j = 1, 2$ then implies $\left\| F_j \right\|_2 = 1$, for $j = 1, 2$.

The complex tridiagonal matrix, $T_S$, is normal, $T_S^H T_S = T_S T_S^H$ (where $T_S^H$ is the conjugate transpose of $T_S$), this implies that

\[
\left\| T_S \right\|_2 = \rho(T_S), \quad (3.58)
\]

where $\rho(T_S)$ is the spectral radius of $T_S$.

It is well-known, see e.g. [21,22], that the eigenvalues of $T_S$, are given by

\[
eig_\ell(T_S) = r^2 + 2\sqrt{r^2 q^2} \cos\left(\frac{\ell \pi}{S}\right) = r^2 + 2\sqrt{|r|^2 |q|^2} e^{i(\arg(r) + \arg(q)) / 2} \cos\left(\frac{\ell \pi}{S}\right), \quad (3.59)
\]

for $\ell = 1, \ldots, S - 1$, where $\arg(r)$ is the complex argument of $r$.

The spectral radius of $T_S$ can be bounded as

\[
\left\| T_S \right\|_2 = \rho(T_S) \leq |r|^2 + 2|r||q| \cos\left(\frac{\pi}{S}\right). \quad (3.60)
\]

Using (3.60), (3.57) and the fact that $\left\| F_j \right\|_2 = 1$, for $j = 1, 2$, then the spectral radius of $\tilde{M}_S^2$ can then be bounded as

\[
\left\| \tilde{M}_S^2 \right\|_2 \leq |r|^2 + |q|^2 + 2|r||q| \cos\left(\frac{\pi}{S}\right). \quad (3.61)
\]

Using (3.61) and the supremum property, the error recursion formula, (3.51), follows.
Now, to prove the convergence, we use the fact that, for any finite \( S \geq 1 \) \( 0 < \cos\left(\frac{\pi}{S}\right) < 1 \), the trigonometric identity \( \cos\left(\frac{\pi}{S}\right) = 1 - 2\sin^2\left(\frac{\pi}{2S}\right) \), (3.45), (2.21) and supremum property. Then (3.61) can be written and bounded as

\[
\| \mathbf{M}_S^\ast \|_2 \leq \left( |r|^2 + |q|^2 + 2|r||q|\cos\left(\frac{\pi}{S}\right) \right) \leq \frac{\left( l - \delta \right)^2 + \delta^2 + 2(l - \delta)\delta(1 - 2\sin^2\left(\frac{\pi}{2S}\right))}{l^2} = 1 - 4\frac{\delta(l - \delta)}{l^2} \sin^2\left(\frac{\pi}{2S}\right).
\]

(3.62)

Clearly for \( 0 < \delta < l \) we have \( 1 - 4\frac{\delta(l - \delta)}{l^2} \sin^2\left(\frac{\pi}{2S}\right) < 1 \), and the convergence follows. \( \square \)

The following lemma is used to prove that a maximum principle holds in the two norm in the multi-domain case. We begin with a representation of the error at an arbitrary node and then provide norms of the coefficient matrix.

**Lemma 3.15.** Suppose \( \theta \in [\frac{1}{2}, 1] \), \( S \) is odd and the spatial domain has been partitioned into \( S \) equal sized overlapping subdomains of width \( l\Delta x \) and with equal overlap \( \delta \Delta x \), with \( l = (2N - \delta)/S + \delta \). If \( \lambda_+ = e^v \), then the Laplace transforms of the errors, \( \zeta^k \), in the approximation generated by the multi-domain fully discrete SWR iteration (3.8) and the Laplace transforms of the errors at the interfaces, \( \xi^k \), satisfy

\[
\zeta^k = \mathbf{M}_S^\ast \zeta^{k-1},
\]

(3.63)

where \( \zeta^k \) is defined in (3.28), \( \xi^k \) is defined in (3.19) and \( \mathbf{M}_S^\ast \in \mathbb{C}^{S \times 2(S - 1)} \) is given by

\[
\mathbf{M}_S^\ast = \begin{pmatrix}
0 & \widehat{q}_1^* & 0 & \widehat{q}_2^* \\
\widehat{p}_2^* & 0 & 0 & \widehat{q}_3^* \\
& \ddots & \ddots & \ddots \\
& & \widehat{p}_{S-1}^* & 0 & \widehat{q}_{S-1}^*
\end{pmatrix}.
\]

(3.64)

Here, \( m_j \in \{\alpha_j, \ldots, \beta_j\} \), for \( j = 1, \ldots, S \), and

\[
\widehat{p}_j^* = \frac{\sinh((\beta_j - m_j)v)}{\sinh(lv)}, \quad \text{for } j = 2, \ldots, S,
\]

(3.65)

\[
\widehat{q}_j^* = \frac{\sinh((m_j - \alpha_j)v)}{\sinh(lv)}, \quad \text{for } j = 1, \ldots, S - 1.
\]

Moreover,

\[
\| \mathbf{M}_S^\ast \|_p = 1, \quad \text{for } p = 1, \infty.
\]

(3.66)

**Proof.** The representation of the Laplace transforms of the errors at the interior nodes follows from Lemma 3.10 and using the fact that \( \beta_j - \alpha_j = l \), for \( j = 1, \ldots, S \).

The one and infinity norm of \( \mathbf{M}_S^\ast \) are

\[
\| \mathbf{M}_S^\ast \|_1 = \max_{j=1,\ldots,S} \{ |\widehat{q}_1^*|, |\widehat{p}_j^*| \},
\]

\[
\| \mathbf{M}_S^\ast \|_\infty = \max \left\{ |\widehat{q}_1^*|, |\widehat{p}_S^*|, \max_{j=2,\ldots,S-1} \{ |\widehat{p}_j^*| + |\widehat{q}_j^*| \} \right\},
\]

(3.67)

where \( \widehat{p}_j^* \) and \( \widehat{q}_j^* \) are defined in (3.65). Using (2.21) and following the steps in (3.37), the result follows. \( \square \)

The following lemma shows the relation between the Laplace transforms of the errors at the interior nodes \( \zeta \) and the permuted Laplace transforms of the errors at the interfaces, \( \tilde{\xi} \).
Lemma 3.16. Suppose that $S$ is odd and the spatial domain has been partitioned into $S$ equal sized overlapping subdomains of width $l \Delta x$ and with equal overlap $\delta \Delta x$, with $l = (2N - \delta)/S + \delta$. If $\lambda_+ = e^\nu$, then the Laplace transforms of the errors, $\zeta^k$, in the approximation generated by the fully discrete multi-domain SWR iteration, (3.8), and the Laplace transforms of the errors at the interfaces, $\bar{\zeta}^k$, satisfy

$$
\zeta^k = \tilde{M}_S^* \xi^{k-1},
$$

(3.68)

where

$$
\tilde{M}_S^* = M_S^* P_S^T.
$$

(3.69)

Here, $\bar{\zeta}^{k-1}$, $M_S^*$, and $P_S^T$ are defined in (3.42), (3.43), (3.64), and (3.46), respectively.

Proof. Using the fact that the permutation matrix, $P_S$, is an orthogonal matrix, (3.63) can be written as

$$
\zeta^k = M_S^* P_S^T P_S \xi^{k-1},
$$

(3.70)

using the substitution $\tilde{M}_S^* = M_S^* P_S^T$ and $\bar{\zeta}^{k-1} = P_S \xi^{k-1}$, we arrive at the required result. \hfill \square

We now arrive at a discrete maximum principle for the Laplace transforms of the errors in the two norm.

Lemma 3.17. Suppose $\theta \in [\frac{1}{2}, 1]$ and the spatial domain has been partitioned into $S$ equal sized overlapping subdomains (where $S$ is odd) of width $l \Delta x$ and with equal overlap $\delta \Delta x$, with $l = (2N - \delta)/S + \delta$. If $\lambda_+ = e^\nu$, then the maximum Laplace transform of the errors in the two norm for the fully discrete SWR iteration, (3.8), occurs on the boundaries. The Laplace transforms of the errors satisfy

$$
\|\zeta^k\|_2 \leq \|\bar{\zeta}^{k-1}\|_2,
$$

(3.71)

where $\zeta^k$, $\bar{\zeta}^{k-1}$, $M_S^*$, and $P_S^T$ are defined in (3.28), (3.43), (3.42), (3.64), and (3.46), respectively. On the initial line and on the exterior boundaries the error vanishes.

Proof. Applying the two norm on both sides of (3.68)

$$
\|\zeta^k\|_2 \leq \|\tilde{M}_S^*\|_2 \|\bar{\zeta}^{k-1}\|_2.
$$

(3.72)

Using the Riesz–Thorin inequality [20], we have

$$
\|\tilde{M}_S^*\|_2 \leq \sqrt{\|M_S^*\|_2 \|\tilde{M}_S^*\|_\infty}.
$$

(3.73)

From the definition of $\tilde{M}_S^*$ in (3.69) and using (3.66), we have

$$
\|\tilde{M}_S^*\|_p = \|M_S^* P_S^T\|_p \leq \|M_S^*\|_p \|P_S^T\|_p = 1, \quad \text{for} \quad p = 1, \infty.
$$

(3.74)

From (3.74) the result follows. \hfill \square

Now we arrive at the point where we can prove the convergence and obtain an explicit contraction in the two norm.

Theorem 3.18. Suppose $\theta \in [\frac{1}{2}, 1]$, $S$ is odd and the spatial domain has been partitioned into $S$ equal sized overlapping subdomains of width $l \Delta x$ and with equal overlap $\delta \Delta x$, with $l = (2N - \delta)/S + \delta$. If $\lambda_+ = e^\nu$, then the fully discrete multi-domain SWR iteration (3.8) for the heat equation converges at the linear rate in the two norm. The Laplace transforms of the errors satisfy

$$
\|\zeta^{2k+1}\|_2 \leq \left(1 - 4 \frac{\delta(\lambda - \delta)}{l^2} \sin^2\left(\frac{\pi}{2S}\right)\right)^k \|\bar{\zeta}\|_2,
$$

(3.75)

where $\zeta^k$ and $\bar{\zeta}^k$ are defined in (3.28), (3.42), and (3.43), respectively.
Proof. The result follows from Lemma 3.14 and induction. In fact
\[
\|\hat{u}_{2k+1}\|_2 = \|\hat{M}_{2k}^{\alpha_2}\|_2 \leq \left(1 - \frac{4\delta^2(l - 2\delta)}{2} \sin^2\left(\frac{\pi}{2S}\right)\right)\|\hat{u}_{2k}\|_2.
\]
Again for 0 < \delta < l we have \(\|\hat{u}_{2k}\|_2 \leq \left(1 - \frac{4\delta^2(l - 2\delta)}{2} \sin^2\left(\frac{\pi}{2S}\right)\right)\|\hat{u}_{2k-1}\|_2\), and the convergence follows from (3.62).

The following corollary shows the two norm convergence at the interfaces in the time domain t > 0.

**Corollary 3.19.** Suppose \(\theta \in \left[\frac{1}{2}, 1\right]\) and the spatial domain has been partitioned into \(S\) equal sized overlapping subdomains (\(S\) is odd) of width \(l\Delta x\) with equal overlap \(\delta\Delta x\), with \(l = (2N - \delta)/S + \delta\). If \(\lambda_+ = e^\nu\) then the two norm of the errors in the approximation generated by the fully discrete multi-subdomain SWR iteration (3.8) in the time domain at the interfaces \(x_{\beta_j}\), for \(j = 1, \ldots, S - 1\), and \(x_{\alpha_j}\), for \(j = 2, \ldots, S\), for \(t > 0\) satisfy
\[
\|\chi^k\|_2 \leq \left(1 - \frac{4\delta^2(l - 2\delta)}{2} \sin^2\left(\frac{\pi}{2S}\right)\right)\|\chi^{k-2}\|_2,
\]
where \(\chi^k\) is given by
\[
\chi^k = \left(\|\hat{e}_{i,\alpha_2}\|_2, \|\hat{e}_{i,\alpha_4}\|_2, \ldots, \|\hat{e}_{S-1,\alpha_2}\|_2, \|\hat{e}_{S,\alpha_4}\|_2\right)^T.
\]
Here, \(\|\hat{e}_{j,\alpha_{j+1}}\|_2^2 = \sum_{n=0}^{\infty} e_{j,\alpha_{j+1}}(n)^2\), for \(j = 1, \ldots, S - 1\), and \(\|\hat{e}_{j,\beta_{j-1}}\|_2^2 = \sum_{n=0}^{\infty} e_{j,\beta_{j-1}}(n)^2\), for \(j = 2, \ldots, S\).

Proof. The proof of Corollary 3.19 follows from Lemma 3.14 and Parseval’s identity (2.35).

The convergence in the time domain at all the interior nodes follows from convergence at the interfaces, \(x_{\beta_j}\), for \(j = 1, \ldots, S - 1\), and \(x_{\alpha_j}\), for \(j = 2, \ldots, S\), for \(t > 0\), Corollary 3.19, and the discrete maximum principle in the time domain.

Like the two subdomain case, in practice, we integrate in time using \(\theta\)-method over a bounded time interval \((0, T]\). This allow exchanging the information between the subdomains at the end of the time interval \(T\). This convergence result is given next.

**Corollary 3.20.** Suppose \(\theta \in \left[\frac{1}{2}, 1\right]\) and the spatial domain has been partitioned into \(S\) equal sized overlapping subdomains (\(S\) is odd) of width \(l\Delta x\) with equal overlap \(\delta\Delta x\), with \(l = (2N - \delta)/S + \delta\). If \(\lambda_+ = e^\nu\) then the two norm of the errors in the approximation generated by the fully discrete multi-subdomain SWR iteration (3.8) in the time domain at the interfaces \(x_{\beta_j}\), for \(j = 1, \ldots, S - 1\), and \(x_{\alpha_j}\), for \(j = 2, \ldots, S\), for \(t \in (0, T]\), satisfy
\[
\|\bar{\chi}^k\|_2 \leq \sup_{R_\beta}\left(\|r|^2 + |q|^2 + 2|r||q|\cos\left(\frac{\pi}{S}\right)\right)\|\chi^{k-2}\|_2,
\]
where \(\bar{\chi}^k\) is
\[
\bar{\chi}^k = \left(\|\hat{e}_{i,\alpha_2}\|_2, \|\hat{e}_{j,\alpha_4}\|_2, \ldots, \|\hat{e}_{S-1,\alpha_2}\|_2, \|\hat{e}_{S,\alpha_4}\|_2\right)^T.
\]
Here, \(\|\hat{e}_{j,\alpha_{j+1}}\|_2^2 = \sum_{n=0}^{T/\Delta t} e_{j,\alpha_{j+1}}(n)^2\), for \(j = 1, \ldots, S - 1\), and \(\|\hat{e}_{j,\beta_{j-1}}\|_2^2 = \sum_{n=0}^{T/\Delta t} e_{j,\beta_{j-1}}(n)^2\), for \(j = 2, \ldots, S\). Here, we assume that \(T/\Delta t\) is an integer.

Proof. The proof of Corollary 3.20 follows from restricting the frequencies considered in Lemma 3.14 to \(\pi/T \leq |\omega| \leq \pi/\Delta t\) and using Parseval’s identity (2.36).

We will use the result of Corollary 3.20 to numerically illustrate the convergence at the interfaces in the time domain for multi-domain case in Section 4.
Fully Discrete Schwarz Waveform Relaxation Analysis for the Heat Equation

4. Numerical Results

In this section, we demonstrate the numerical convergence of the classical SWR algorithm for the following heat equation

\[ u_t = u_{xx} - e^{-(t-1)^2/2}, \quad -1 < x < 1, \ 0 < t < 1, \]
\[ u(x, 0) = 1, \quad -1 < x < 1, \]
\[ u(-1, t) = 2e^{-2t} - e^{-t}, \quad 0 < t < 1, \]
\[ u(1, t) = e^{-t}, \quad 0 < t < 1. \]  \hspace{1cm} (4.1)

The above example has been considered in [9] with 0 < x < 1 and 0 < t < 3.

For all the numerical experiments we discretize the spatial and temporal domains with \( \Delta x = \Delta t = 0.01 \). We use the initial condition to generate a constant-in-time initial guess for the SWR algorithm at the interior (artificial) interfaces.

First we solve the heat equation (4.1) on two subdomains with different overlaps: \( \delta = 10, 20 \) and 30. For these three cases, we consider the subdomains \( \Omega_1^{0.01} = (-1, \ldots, x_\beta) \) and \( \Omega_2^{0.01} = (x_\alpha, \ldots, 1) \) where

\( (x_\alpha, x_\beta) \in \{(-0.05, 0.05), (-0.1, 0.1), (-0.15, 0.15)\} \).

Figure 6 shows the error between the single domain solution and the subdomain solutions generated by the SWR algorithm at \( x_\beta \) for \( \theta = 1/2 \) (left) and \( \theta = 1 \) (right). The solid black lines show the actual discrete errors (for varying overlaps). \( \| \tilde{e}_{2,\beta} \|_2 \), measured in the two norm in the time domain, as defined in Corollary 2.19. The red and the blue dashed lines are the theoretically predicted errors on bounded (B) and unbounded (UB) time intervals, respectively, at every second iteration, \( \| \tilde{e}_{2k,B} \|_2 = \sup_{\tilde{R}_s} \left( \frac{\text{sinh}((l_1-\delta)v)}{\text{sinh}(t_1v)} \right) \| \tilde{e}_{2k-1} \|_2 \) and

\[ \| \tilde{e}_{2k,UB} \|_2 = \frac{(l_1-\delta)(l_2-\delta)}{t_1t_2} \| \tilde{e}_{2k-1} \|_2, \] for \( k = 1, 2, \ldots \). The supremum of the contraction rate on \( \tilde{R}_s \) has been evaluated numerically. As expected from Corollary 2.19, the results show that the predicted error on a bounded time interval is bounded by the predicted error on an unbounded time interval for \( \theta = \frac{1}{2} \) and \( \theta = 1 \). More importantly, the experimental results and the theoretical bounds are quite close.

We note that in the figure we have curves rather than the straight lines that may be expected from the linear convergence result. The curves arise due to the definitions of \( \tilde{e}_{2k,B} \) and \( \tilde{e}_{2k,UB} \). In these definitions you can see that we are only comparing the per-step decrease in the errors. On the right hand side of the definition for \( \tilde{e}_{2k,B} \), for instance, we have \( \| \tilde{e}_{2k-1} \|_2 \), which is the two norm of the actual error in the time domain two steps before.

We now solve problem (4.1) using SWR with \( S = 3, 5 \) and 7 subdomains with a fixed overlap size of \( \delta = 20 \). The solid black line in Figure 7 shows the convergence profile of the two norm of the actual error \( \| \tilde{X}^k \|_2 \) in the time domain.

The red and the blue dashed lines are again the theoretically predicted errors on the bounded and the unbounded time intervals at every second iteration, defined as

\[ \| \tilde{X}^{2k,B} \|_2 = \sup_{\tilde{R}_s} \left( \| r \|^2 + |q|^2 + 2|r||q| \cos \left( \frac{\pi}{S} \right) \right) \| \tilde{X}^{2(k-1)} \|_2 \]

and

\[ \| \tilde{X}^{2k,UB} \|_2 = \left( 1 - \frac{4\delta(l-\delta)}{l^2} \sin^2 \left( \frac{\pi}{2S} \right) \right) \| \tilde{X}^{2(k-1)} \|_2, \] for \( k = 1, 2, 3, \ldots \).

Again, the supremum of the contraction rate on \( \tilde{R}_s \) has been evaluated numerically. The results again show close agreement between the experimental results and the theoretical bounds for both values of \( \theta \) and the different numbers of subdomains tested.
Figure 6. Convergence of the SWR algorithm for (4.1) using the \( \theta \)-method on two subdomains with \( \theta = 1/2 \) (left) and \( \theta = 1 \) (right). (a) \( \theta = 1/2 \) and (b) \( \theta = 1 \).

Figure 7. Convergence of the SWR algorithm for (4.1) using the \( \theta \)-method for different numbers of subdomains for \( \theta = 1/2 \) (left) and \( \theta = 1 \) (right). (a) \( \theta = 1/2 \) and (b) \( \theta = 1 \).

5. Conclusion

In this paper, we considered the fully discrete convergence analysis of SWR on a bounded spatial and time domain for the heat equation. Bounding the spatial domain allows a first multi-domain, fully discrete convergence analysis, while bounding the time domain allows us to study the algorithm implemented in practice which exchanges information between neighboring subdomains at the end of the time window \( T \).

We have proved the convergence of the discrete classical SWR-algorithm on a bounded spatial domain using an arbitrary, finite number of subdomains for the heat equation using the \( \theta \)-method for \( \theta \in [1/2, 1] \) as the time integrator. The imposition of a bounded spatial domain leads to a new, and much more complicated convergence factor to analyze. On an unbounded time interval the discrete classical SWR-algorithm has a robust convergence rate whose upper bound is independent of the choice of the parameters \( \Delta x \), \( \Delta t \) and \( \theta \), for \( \theta \in [1/2, 1] \).

On two subdomains, we prove the convergence of the SWR-algorithm on a bounded spatial domain and on bounded and unbounded time intervals. On a bounded time interval, the contraction rate is bounded by the contraction rate for the unbounded time interval.

For the general multidomain case with non-equal size overlaps or partitioning, we proved the convergence in the frequency space at the interfaces and at all interior nodes. The convergence in the time domain then follows.
Due to the generality of the problem, we were not able to find an explicit form for the contraction rate in the time domain for this case. With equal size overlap and subdomains a convergence result in the frequency space was obtained in the two norm, a time domain result then follows from Parseval’s identity. We introduced and proved the maximum principle at the discrete level for the two and multi subdomain cases, and then used it to show convergence at all interior nodes.

The techniques demonstrated above will prove useful to handle the analysis of fully discrete SWR algorithms (on bounded spatial domains) for other classes of linear PDEs and choices of time integrators. It is important to identify any necessary conditions required on the time integrator to allow convergence of the discrete SWR algorithm. Our approach provides an initial framework for two-dimensional extensions and for nonlinear problems discretized by linearizing approaches (such as Rosenbrock methods). Work is also underway to use this framework to study the fully discrete optimized Schwarz waveform relaxation algorithm on a finite spatial domain. This algorithm provides a parameter which may be tuned to accelerate the convergence of the algorithm. Dirichlet–Neumann interface conditions may be studied in a similar manner.
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