UNFITTED TREFFTZ DISCONTINUOUS GALERKIN METHODS FOR ELLIPTIC BOUNDARY VALUE PROBLEMS
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Abstract. We propose a new geometrically unfitted finite element method based on discontinuous Trefftz ansatz spaces. Trefftz methods allow for a reduction in the number of degrees of freedom in discontinuous Galerkin methods, thereby, the costs for solving arising linear systems significantly. This work shows that they are also an excellent way to reduce the number of degrees of freedom in an unfitted setting. We present a unified analysis of a class of geometrically unfitted discontinuous Galerkin methods with different stabilisation mechanisms to deal with small cuts between the geometry and the mesh. We cover stability and derive a-priori error bounds, including errors arising from geometry approximation for the class of discretisations for a model Poisson problem in a unified manner. The analysis covers Trefftz and full polynomial ansatz spaces, alike. Numerical examples validate the theoretical findings and demonstrate the potential of the approach.
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1. Introduction

In the last two decades, unfitted finite element methods became popular as an alternative to more traditional body-fitted methods to solve partial differential equations on complex geometries numerically. The idea is to separate the computational mesh from the geometry description to remove the burden of mesh generation, mesh adaptation and remeshing when dealing with complex (and possibly time-dependent) geometries. This is accomplished by embedding the domain of interest into an unfitted background mesh. In the context of finite element methods, unfitted discretisations go under different names such as CutFEM \cite{ahrens2020overview}, extended FEM (X-FEM)\cite{belytschko1994partitioned, zienkiewicz2001finite}, Finite Cell \cite{wan2002finite} and several more. In many cases, discontinuous Galerkin (DG) methods are attractive on unfitted meshes as they are for fitted meshes, e.g., for convection-dominated convection-diffusion problems, because of their flexibility in regards to the polynomial basis function as exemplified by Trefftz and \(hp\)-methods or computational aspects. In the spirit of CutFEM and X-FEM, there are several unfitted discretisations based on a discontinuous Galerkin formulation, cf. \cite{ahrens2019cut, heimann2020unfitted, jin2015unfitted, karageorghis2019unfitted, lehrenfeld2016unfitted, lehrenfeld2019unfitted, stocker2019unfitted}.
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A challenge for unfitted methods arises from the fact that the boundary can cut through mesh elements arbitrarily. Trimming parts of the mesh outside the domain of interest may lead to ill-shaped elements. Two mechanisms have proven fruitful in making such methods robust with respect to ill-shaped elements: ghost penalties and element aggregation.

Element aggregation (AG) joins mesh elements to ensure that the support of basis functions does not degenerate for bad-cut configurations in the mesh. This has been done among others in [19,30] for DG methods and in [11] for unfitted Hybrid-High-Order methods. In [1] and the proceeding works of Verdugo and Badia, the idea has also been generalised to continuous finite elements. The method is also referred to as cell merging or cell agglomeration.

Ghost penalty (GP) introduces an additional stabilisation term, the ghost penalty stabilisation [6, 9], that introduces a volumetric coupling, i.e., a coupling that involves all unknowns of two adjacent elements in the vicinity of shape-irregular cuts. No mesh elements or basis functions are changed for this approach. In order to reduce the number of coupled elements, the stabilisation term can be applied within patches only. These patches are built by the same machinery used by element aggregation, see [2]. We refer to this method as patch-wise ghost penalty (ωGP); it also appears under the names of weak ghost penalty or weak aggregated elements. We also mention the work [17] for an approach where ghost penalties are avoided. The ill-cut problem is resolved here by removing basis functions whose supports have small intersections with the computational domain.

Discontinuous Galerkin methods come with increased degrees of freedom (dofs) when compared to their continuous counterpart. When solving linear systems for corresponding discretisations, the duplication of degrees of freedom affects the efficiency of numerical methods even more. There are two well-known remedies in the literature for the body-fitted case.

The first is to use Hybrid Discontinuous Galerkin (HDG) methods [15], where additional degrees of freedom are introduced on element interfaces. These additional unknowns allow (in many cases) the elimination of interior (volumetric) DG unknowns by a Schur complement strategy (known as static condensation). The remaining degrees of freedom in the global linear system are then significantly reduced, especially in the case of higher-order discretisations. A difficulty with the extension of HDG methods from the fitted to the unfitted case is the robustness with respect to shape-irregular cuts. Applying a ghost penalty stabilisation is not possible as the couplings between direct element neighbours introduced by the stabilisation terms contradict the decoupling exploited in the hybridisation. Cell merging strategies are possible but require the handling of polygonal meshes with corresponding facet functions as it is done in the unfitted Hybrid High Order (HHO) method [7,8]. In [22], neither ghost penalties nor cell merging needs to be used by changing the background mesh to avoid ill-shaped cuts (in two space dimensions).

The second remedy to overcome the computational costs of DG methods is the class of Trefftz DG methods. In Trefftz methods, originating from [54], the ansatz space is constructed to lie in the kernel of the differential operator of the PDE at hand. Compared with a corresponding DG method, the same accuracy can be achieved for these methods at significantly reduced costs. Trefftz-DG methods for the Laplace problem are analysed in [26,39,40]. Indeed, the complexity reduction is comparable to that of the HDG method, cf. [37]. In contrast to the HDG mechanism, the mechanism to reduce the computational complexity does not interfere with either the ghost penalty stabilisation or the cell merging strategy.

1.1. Main contributions and outline of the paper

In this work, we will consider the combination of unfitted discontinuous Galerkin formulations with Trefftz DG finite element spaces on the example of the Poisson problem. Our objective is to develop the tools for analyzing and advancing the method beyond this particular model problem. To the best of our knowledge, this is the first occasion of a geometrically unfitted Trefftz DG method in the literature.

Our analysis covers the unfitted DG method with two choices for the basis functions: either the full polynomial space or the Trefftz space. These choices of basis functions are then combined with either the cell-merging, the ghost penalty, or the patch-wise ghost penalty stabilisation – cf. also Figure 3 below for a comparison of stabilisation strategies – to arrive at robust unfitted discretisations, which are then analysed. The analysis
covers a higher-order a-priori error analysis, which we first present for exact geometries and then extend to the case with geometry approximation errors. A summary of these methods presented here is given in Figure 1.

The unfitted DG method with ghost penalty has already been proposed and analysed in [21], except for the analysis of the geometrical errors. The element aggregation and patch-wise ghost penalty follow from the works [2] and [1] on the (more general) aggregated FEM. Our unified analysis is possible, as both the Trefftz and aggregated finite element spaces are subsets of the standard DG space. The patch-wise ghost penalty consists of a minor modification of the ghost-penalty term.

Novel contributions of the work are the

- description of unfitted DG and unfitted Trefftz DG methods with three different stabilisation mechanisms, both with and without geometry approximation errors,
- unified analysis leading to a priori error estimates for these unfitted (Trefftz) DG methods, including geometry errors, and
- numerical experiments for these methods and the discussion of implementational aspects.

The remainder of this paper is structured as follows: In Section 1.2, we present the model problem under consideration in this paper. In Section 2, we recap the unfitted DG method under the assumption of exact geometry handling, as covered in previous literature, and introduce the Trefftz DG method under the same assumption on the geometry. In Section 3, we consider the different approaches to deal with the problem of small cuts, namely element aggregation in Section 3.1 and ghost-penalty stabilisation in Section 3.2. Section 4.1 presents the unified error analysis for the considered methods. The analysis extends the work on unfitted DG methods in [21]. A crucial role for this extension is the special choice for the interpolant of smooth functions. Section 4.2 then covers the error analysis of the unfitted DG and TDG methods, including geometry approximation errors inherent in unfitted finite element methods. We then discuss several variants and implementational aspects of the covered methods in Section 5, including embedding the Trefftz and aggregated spaces into standard discontinuous finite element spaces. We present numerical examples of the methods in Section 6. Here we include examples with and without geometry approximation errors. Finally, in Appendix A, we give some proofs for completeness that consist only of minor adaptations of proofs available in the literature.
1.2. Model problem

As a model boundary value problem, we consider the Poisson problem on an open bounded domain $\Omega \subseteq \mathbb{R}^d, d = 2, 3$ with boundary $\Gamma := \partial \Omega \in C^2$: Let $f \in L^2(\Omega)$ and $g \in H^\frac{1}{2}(\Gamma)$ be given. Then the problem reads: Find $u: \Omega \rightarrow \mathbb{R}$ such that

$$-\Delta u = f \quad \text{in } \Omega$$
$$u = g \quad \text{on } \Gamma.$$  \hspace{1cm} (1.1a)

Defining $V_g := \{v \in H^1(\Omega) \mid v|_\Gamma = g\}$, we can state the following weak form to the strong form given above: Find $u \in V_g$ such that

$$(\nabla u, \nabla v)_\Omega = (f, v)_\Omega \quad \forall v \in V_0.$$  \hspace{1cm} (1.1b)

Here, we used the inner product $(u,v)_\Omega := \int_\Omega uv \, dx$. We note that for the analysis below, we will homogenise the problem with respect to the volume forcing, meaning that we compute a particular solution of (1.1a) and then discretise an homogeneous problem, see (1.1\text{hom}) below. This is standard for Trefftz methods. We will also discuss the numerical realisation of this homogenisation in Section 5 and present a numerical example with $f \neq 0$.

2. Unfitted DG and Trefftz DG methods with exact geometry

In this section, we first recap the unfitted DG method assuming exact geometries, i.e. neglecting errors arising from inaccurate integration over cut elements. Based on this, we will then introduce the unfitted Trefftz DG method.

2.1. Preliminaries: Geometry, mesh and cut elements

We start by introducing some notation and assumptions: Let $\tilde{\Omega}$ be a background domain, sufficiently large such that $\tilde{\Omega} \subseteq \Omega$ and let $\mathcal{T}_h = \{T\}$ be a division of $\Omega$ into non-overlapping shape-regular elements. The local mesh size of a mesh element $T \in \mathcal{T}_h$ is defined as $h_T = \text{diam}(T) := \text{sup}_{x_1, x_2 \in T} \|x_1 - x_2\|_2$. We allow for quite general polyhedral meshes including possibly curved elements, but require that the mesh conforms to the following assumption or its subsequent relaxed version.

**Assumption 2.1.** We assume that for every $T^i \in \mathcal{T}_h$ there holds

(a) There are two balls $b_{T^i} \subset T^i \subset B_{T^i}$, such that $T^i$ is star shaped with respect to the ball $b_{T^i}$ and $\text{diam}(B_{T^i})/\text{diam}(b_{T^i}) \lesssim 1$.

(b) The element boundary can be divided into mutually exclusive subsets $\{F_i\}_{i=0}^{n_{T^i}}$ with $\text{diam}(T^i) \leq c \text{diam}(F_i)$, $i = 0, \ldots, n_{T^i}$, where $n_{T^i}$ and $c$ are uniformly bounded, satisfying

(i) There exists a sub-element $T'_{F_i}$ of $T^i$ with a planar facet meeting at a vertex $x^0_i \in T^i$, such that $T'_{F_i}$ is star-shaped with respect to $x^0_i$ and $h_{T'_{F_i}} \simeq h_{T_i}$.

(ii) There exists a uniform constant $c_{2.1}$, such that

$$(x - x^0_i) \cdot n_{F_i}(x) \geq c_{2.1} h_{T^i} \quad \forall x \in F_i.$$  \hspace{1cm} (c)

(c) The element boundary $\partial T^i$ is the union of a finite (yet, arbitrarily large) number of closed $C^1$ surfaces.

Here and in what follows, we use the notation $a \lesssim b$ if there exists a constant $c > 0$, independent of the mesh size and mesh-interface cut position, such that $a \leq cb$. Similarly, we use $\gtrsim$ if $a \geq cb$, and $a \simeq b$ if both $a \lesssim b$ and $b \lesssim a$ holds. These assumptions are essentially based on Assumptions 4.1 and 4.3 from [13] to guarantee that the trace and inverse estimates cited from this work are valid here. For further details on these mesh assumptions, we refer to Section 4, Figure 2 and Figure 3 from [13]. For a simpler but more restrictive mesh assumption for polytopic meshes under which appropriate trace estimates are available, we also refer to [12].
Let us note that (possibly curved) simplicial, hexahedral or quadrilateral meshes that are shape-regular in the usual sense fulfil Assumption 2.1. In the following, we want to enlarge the class of admissible meshes to those arising from merging a (uniformly bounded) number of (neighbouring) elements from meshes fulfilling Assumption 2.1. A corresponding relaxed version of Assumption 2.1 is the following.

**Assumption 2.2.** For every \( T \in \mathcal{T}_h \), we assume that \( T \) is a Lipschitz domain and that it can be decomposed in \( m_T \) non-overlapping elements \( \{ T' \} \), with \( m_T \) uniformly bounded and for each element \( T' \) the assumptions in Assumption 2.1 holds.

**Lemma 2.3.** Assumption 2.1 directly implies Assumption 2.2 with \( m_T = 1 \) and \( \{ T' \} = \{ T \} \) for every \( T \in \mathcal{T}_h \). Further, it immediately follows that for every sub-element \( T' \) of an element \( T \in \mathcal{T}_h \) with \( \mathcal{T}_h \) fulfilling Assumption 2.2 there are two balls \( b_{T'} \subset T' \subset T \subset B_T \) such that \( T' \) is star shaped w.r.t. the ball \( b_{T'} \) and \( \text{diam}(B_T)/\text{diam}(b_{T'}) \leq m_T \).

**Remark 2.4.** The first part of Assumption 2.1 (even in its relaxed version of Assumption 2.2) guarantees a shape regularity property sufficient for an inverse estimate and the interpolation via Taylor polynomials below, as needed for the analysis of the Trefftz method. The second assumption is essentially a bound on the curvature of the elements, although this assumption is a weak restriction compared with Assumption 2.1(a). By construction, starting from a mesh fulfilling Assumption 2.1 and applying a cell merging strategy (where always only a uniformly bounded number of neighbouring elements are merged) results in a mesh fulfilling Assumption 2.2. Obviously, further merging of a resulting mesh only fulfilling Assumption 2.2 will still yield a mesh fulfilling Assumption 2.2. However, these merging steps will decrease the shape regularity bound by a multiplicative constant (\( \sim m_T^{-1} \)).

Of specific interest will be the following parts of the background mesh, which we call the active mesh and the cut mesh, i.e. the parts of the background mesh that contribute to the covering of \( \Omega \) and the part that is intersected by the domain boundary \( \Gamma \), respectively:

\[
\mathcal{T}_h = \{ T \in \mathcal{T}_h : \text{meas}_d(T \cap \Omega) > 0 \}, \quad \mathcal{T}_h^c = \{ T \in \mathcal{T}_h : \text{meas}_{d-1}(T \cap \Gamma) > 0 \}.
\]

We collect the domain of the active mesh as \( \Omega_T := \text{Int} \bigcup_{T \in \mathcal{T}_h} T \).

We further introduce sets of facets needed for the unfitted DG method. For the communication between all direct neighbour elements in a set of elements \( S = \{ T \} \) we collect

\[
\mathcal{F}_h(S) = \{ F = \partial T_1 \cap \partial T_2 : T_1, T_2 \in S, T_1 \neq T_2 \text{ and } \text{meas}_{d-1}(F) > 0 \},
\]

and denote \( \mathcal{F}_h = \mathcal{F}_h(\mathcal{T}_h) \).

With abuse of notation we denote by \( h \) the global mesh size \( h = \max_{T \in \mathcal{T}_h} h_T \) when used as a scalar, as well as the piecewise constant field on \( \Omega \), \( h : \Omega \to \mathbb{R} \) with \( h|_F = h_T, T \in \mathcal{T}_h \) or as the piecewise constant field on the skeleton, \( h : \mathcal{F}_h \to \mathbb{R} \) with \( h|_F = h_F, F \in \mathcal{F}_h \) with \( h_F = \text{diam}(F) = \sup_{x_1, x_2 \in F} \| x_1 - x_2 \|_2 \). Note that due to shape regularity \( h_F \leq h_T \lesssim h_F \) for \( F \subset \partial T \).

**2.2. Unfitted DG methods with exact geometry**

Starting point and first method is the unfitted DG discretisation as in [21]. The discrete function spaces are given as the discontinuous polynomials of order \( k \) on \( T_h \):

\[
\mathbb{P}^k(T_h) = \bigoplus_{T \in \mathcal{T}_h} \{ p \in \mathbb{P}^k(T) \},
\]

where \( \mathbb{P}^k(T) \) is the space of polynomials up to degree \( k \) on \( T \).
As usual with interior penalty DG methods, we penalise jumps across facets $F \in \mathcal{F}_h$. For this, we need the following average and jump operations:

$$\| \sigma \|_F = \frac{1}{2} (\sigma_F^+ + \sigma_F^-), \quad \| n_F \cdot \sigma \|_F = \frac{1}{2} n_F \cdot (\sigma_F^+ + \sigma_F^-),$$

$$\| u \|_F = u_F^+ - u_F^-, \quad \text{where} \quad v_F^+(x) := \lim_{t \to 0} v_F(x \pm t n_F),$$

and $n_F$ denotes some fixed facet normal to $F$.

Next, in preparation of the discrete variational formulation, we introduce the bilinear form $A_h$ as

$$A_h(u, v) := (\nabla u, \nabla v)_\Omega - (n \cdot \nabla u, v)_F - (u, n \cdot \nabla v)_\Gamma + \beta(h^{-1}u, v)_\Gamma$$

$$- \left( \left\{ n_F \cdot \nabla u \right\}, \left\{ v \right\} \right)_{\mathcal{F}_h \cap \Omega} - \left( \left\{ n_F \cdot \nabla v \right\}, \left\{ u \right\} \right)_{\mathcal{F}_h \cap \Omega} + \beta(h^{-1}\|u\|, \|v\|)_{\mathcal{F}_h \cap \Omega},$$

the corresponding linear form $L_h$ for the right-hand side as

$$L_h(f, g; v) := (f, v)_\Omega - (n \cdot \nabla v, g)_\Gamma + \beta(h^{-1}g, v)_\Gamma,$$

and a ghost penalty stabilisation form $S_h(\cdot, \cdot)$, which we will specify in Section 3.2.

In terms of these definitions, we can then introduce the discrete problem as follows: Find $u_h \in P^k(\mathcal{T}_h)$ such that

$$B_h(u_h, v_h) := A_h(u_h, v_h) + S_h(u_h, v_h) = L_h(f, g; v_h) \quad \forall v_h \in P^k(\mathcal{T}_h). \quad \text{(DG)}$$

### 2.3. Unfitted Trefftz DG methods with exact geometry

One major drawback of discontinuous Galerkin methods is the high computational cost related to the additional degrees of freedom due to the discontinuities. A popular remedy for this is to consider hybridised discontinuous Galerkin (HDG) methods. In HDG methods, additional unknowns are introduced at the facets of elements in order to remove direct couplings between neighbouring element unknowns. Thereby the size of the linear systems to be solved can be reduced by static condensation significantly, especially for higher order. This approach does not fit well with unfitted finite element methods in general, as stabilisation techniques, such as the ghost penalty method, rely on direct couplings between neighbouring elements and can not be hybridised efficiently. Only if ghost penalty methods can be circumvented, e.g. by the cell aggregation techniques discussed above, a hybridised approach can be applied as in the unfitted HHO methods, see, e.g., [11].

An alternative approach to reduce the size of the system to be solved is to consider Trefftz DG methods. Here the essential idea is to use a DG space consisting only of polynomials\(^1\) which fulfil the homogeneous PDE problem on every element. This leads to a complexity reduction of the number of degrees of freedom as well as the global couplings, which is similar to the HDG method, see the discussion in [37]. The construction of the Trefftz DG method does not interfere with the usual coupling pattern of DG methods and can hence be combined with the ghost penalty method straightforwardly.

Let us now introduce a Trefftz version of the previous unfitted DG method simply by replacing the discrete function space to discontinuous polynomials of order $k$, which satisfy the Trefftz condition of the Laplace problem:

$$T^k(\mathcal{T}_h) = \bigoplus_{T \in \mathcal{T}_h} \{ p \in P^k(T) \mid \Delta p = 0 \}. \quad \text{(2.3)}$$

In order to make sense of this subspace of the previous DG space with respect to the inhomogeneous Poisson equation, we assume for now that an element-wise smooth particular solution $u_p$, with $\Delta u_p = f$ on each element (possibly discontinuous across element interfaces), is given.

\(^1\)Although this can also be generalised to non-polynomial spaces.
Several approaches exist to homogenise the Laplace problem to apply Trefftz methods; see [37,47,55,56]. The approaches [47, 55, 56] focus on collocation-based methods. The embedded Trefftz method, presented in [37], is DG based and gives an easy way to homogenise the system, which we review in Section 5.

In terms of these definitions, we can then introduce the discrete problem as follows: Find \( u_T \in \mathbb{T}^k(T_h) \) such that

\[
B_h(u_T, v_h) = A_h(u_T, v_h) + S_h(u_T, v_h) = L_h(f, g; v_h) - B_h(u_p, v_h).
\]

(TDG)

Remark 2.5. The bilinear form \( A_h(\cdot, \cdot) \) with Trefftz test and trial spaces was analysed in [26] for the fitted case. Using integration by parts again on the first term in \( A_h(\cdot, \cdot) \), one obtains an ‘ultra-weak formulation’, where the volume term vanishes due to the properties of Trefftz test functions, then \( A_h(\cdot, \cdot) \) only requires integration over facets and no additional terms are needed. In the discrete setting, this provides an equivalent formulation and can bring considerable savings for the assembly of the linear system. For the Helmholtz problem, such an ultra-weak formulation has been studied in [14,27].

3. Stabilisation techniques

In this section, we consider different approaches to deal with stability in the presence of shape-irregular cut configurations. These approaches are element aggregation and different ghost penalty stabilisations. In the remainder of this work, we will cover all variants in a mostly unified manner.

3.1. Element aggregation

We can avoid the presence of shape irregular cut elements by cell-merging strategies. This has been done, among others, in [19,29,30] for DG methods and in [11] for unfitted Hybrid-High-Order methods. In [1] and the proceeding works of Verdugo and Badia, the idea has also been generalised to continuous finite elements.

We will use the clustering strategies which group certain elements \( T \in T_h \) together in patches \( T^\omega_h = \{ T \} \), as, e.g., presented in [1]. These patches are directly used in a cell-merging strategy resulting in an aggregated element \( \omega = \text{Int}(\bigcup_{T \in T^\omega_h} T) \) per patch. However, they will also prove useful for the strategy based on ghost penalties; see also [2].

We denote \( C_h = \{ \omega \} \) as the set of aggregated elements obtained from the aggregation of two or more elements, and \( T^\omega_h = \{ T^\omega_h, \omega \in C_h \} \) as the set of non-trivially aggregated elements. To every aggregated element we define the diameter \( h_\omega = \text{diam}(\omega) \). Finally, \( T^{ag}_h \) denotes the active mesh after aggregation. Note that an aggregated element, i.e. an element in \( T^{ag}_h \), may originate only from a single element in the interior of the domain. In the next paragraph, we summarise the crucial properties of these aggregated elements.

The purpose of the non-trivial patches is to group every shape-irregular cut element together with at least one shape-regular root element, cf. Figure 2 for a sketch. Elements that are not adjacent to cut elements are not affected and form trivial patches. The number of elements in each patch is uniformly bounded so that the set of aggregated elements \( T^{ag}_h \) itself fulfils Assumption 2.2.

For the construction of the patches we formulate the following assumption. The fulfilment of this assumption is the (achieved) goal of the strategies in [1].

Assumption 3.1. We assume that from any cut cell \( T_0 \in T^I_h \) (which is inside a patch \( T^\omega_h \in T^C_h \)) there is a path of elements \( \{ T_0, T_1, \ldots, T_n \} \subset T^C_h \) such that

(a) For \( F = \partial T'_i \cap \partial T_{i+1} \), we have that \( \text{meas}_{d-1}(F \cap \Omega) > 0 \),

(b) \( T_n \in T_h \setminus T^I_h \), and

(c) \( n \leq n_{\text{max}} \), where \( n_{\text{max}} \) is a fixed integer.
Remark 3.2 (Shape-regular vs. shape-irregular elements). We note that the construction of the patches in the previous assumption is based on a distinction between cut and uncut elements rather than shape-regular and shape-irregular cut elements. This could be generalised further, e.g., based on $|T \cap \Omega|/|T|$, $T \in \mathcal{T}_h$. As it is standard in the CutFEM literature and avoids the introduction of additional notational burden, we stay with the simpler choice for ease of presentation.

Lemma 3.3. Under Assumption 3.1, the element aggregates $\omega = \text{Int} (T_0 \cup \cdots \cup T_n)$ have a maximum diameter of $h_\omega \leq (2n_{\text{max}} + 1) \max_{i \in \{0, \ldots, n\}} \{h_{T_i}\}$. Furthermore, the intersection of the aggregated element with $\Omega$ is shape regular in the sense that there is a constant $c > 0$ uniform in $\omega \in \mathcal{C}_h$ so that $|\omega \cap \Omega| \geq c/n|\omega|$.

Proof. The first statement is stated and proven in Lemma 2.2 from [1]. The second follows directly from quasi uniformity. □

We note that the lemma implies that for all $\omega \in \mathcal{C}_h$ we have $h_\omega \simeq h_T$ for all $T \in \mathcal{T}_h^\omega$.

After (proper) cell merging, an aggregated mesh is guaranteed to be cut-shape-regular in the following sense:

Definition 3.4. An active mesh $\mathcal{T}_h$ that fulfils Assumption 2.2 is denoted as cut-shape-regular if there is a constant $c > 0$ (independent of $h$) so that $\min_{T \in \mathcal{T}_h} |T \cap \Omega|/|T| > c$.

Lemma 3.5. For a cut-shape-regular mesh $\mathcal{T}_h$, it holds for $v_h \in \mathbb{P}^k(\mathcal{T}_h)$ that

$$\|\nabla v_h\|_{\Omega_T} \simeq \|\nabla v_h\|_{\Omega}.$$ (3.1)

Proof. This is an immediate consequence of Definition 3.4, and the constants in (3.1) only depend on the cut-shape-regularity constant. □

3.2. Ghost penalty and patch-wise ghost penalty

In this section, we assume that we do not have a cut-shape-regular mesh and introduce a stabilisation (in two variants). In this case, we will still use the patches from the previous section to define regions where the stabilisation needs to act but not to change the mesh.

Using (2.1), we define the set of facets $\mathcal{F}_h(T_h^\omega)$. This is the set of all interior facets of a patch $T_h^\omega \in \mathcal{T}_h^C$ and is only needed for the variant $(\omega\text{GP})$. 

**Figure 2.** Sketches of the different sets of elements and facets for the unfitted methods. Left: Global ghost-penalty stabilisation elements and facets. Right: Aggregated elements (elements gathered in a patch have the same colour) and corresponding inner-patch facets corresponding to patch-wise ghost-penalty stabilisation.
For the ghost-penalty stabilisation, we require a set of facets that connects (possibly indirectly over several elements and facets) every shape-irregular cut element with a shape-regular root element. We denote this set as $\mathcal{F}_h^\text{gp}$. As a minimal choice for stability, we take the set of all interior facets of all patches

$$\mathcal{F}_h^\text{gp, min} := \bigcup_{\omega \in \mathcal{C}_h} \mathcal{F}_h(T_h^\omega).$$

In this case, the connection from shape irregular to shape regular element is dealt with within each patch separately. A larger set, more often used in the literature, takes all facets between cut and uncut elements

$$\mathcal{F}_h^\text{gp} := \{ F = \partial T_1 \cap \partial T_2 : T_1 \in T_h, T_2 \in T_h^\Gamma, T_1 \neq T_2, \text{ and } \text{meas}_{d-1}(F) > 0 \}.$$

For the ghost penalty method, we set $\mathcal{F}_h^\text{gp} = \mathcal{F}_h^\text{gp*}$; for the patch-wise ghost penalty method, we set $\mathcal{F}_h^\text{gp} = \mathcal{F}_h^\text{gp, min}$. In the analysis, we will need $\mathcal{F}_h^\text{gp} \supset \mathcal{F}_h^\text{gp, min}$ to prove stability and $\mathcal{F}_h^\text{gp} \subset \mathcal{F}_h^\text{gp*}$ to prove approximation properties. The global ghost penalty method is the most common approach in the literature, while the patch-wise ghost penalty method has been considered in [2, 31] and is sometimes referred to as the weak aggregation approach.

Different realisations of the ghost penalty stabilisation method are possible. These have essentially the same properties and decompose into facet contributions:

$$S_h(u, v) = \sum_{F \in \mathcal{F}_h^\text{gp}} \gamma \ s_{h,F}(u, v)$$

where $\gamma > 0$ is a corresponding stabilisation parameter. Two possible and popular choices for $s_{h,F}$ are:

$$s_{h,F}(u, v) = \sum_{\ell=1}^{k} (h_F^{-2} \| \partial_{n_F} u \|, \| \partial_{n_F} v \|)_{F}, \quad s_{h,F}^2(u, v) = (h_F^{-2} \| \Pi_{T_h} u \|, \| \Pi_{T_h} v \|)_{\omega_F}. \quad (3.2b)$$

Here, $\Pi_{T_h}$ denotes the element-wise $L^2$ projection onto $\mathbb{P}^k(T_h)$, $\omega_F = \text{Int}(T_1 \cup T_2)$ denotes the element aggregation to a facet $F \in \mathcal{F}_h^\text{gp}$, $F = \partial T_1 \cap \partial T_2$. The facet (volumetric) patch jump $[u]_{\omega_F}$ of a polynomial $u_h \in \mathbb{P}^k(T_h)$ is defined as

$$[u_h]_{\omega_F} = u_h|_{T_i} - \mathcal{E}^P(u_h|_{T_j}), \text{ for } i, j \in \{1, 2\} \text{ and } i \neq j,$$

where $\mathcal{E}^P$ denotes the canonical extension of a polynomial from $T$ to $\tilde{\Omega}$, i.e.

$$\mathcal{E}^P : \mathbb{P}^k(T) \to \mathbb{P}^k(\tilde{\Omega}) \text{ such that } \mathcal{E}^P v|_T = v \text{ for } v \in \mathbb{P}^k(T).$$

To keep the discussion simple, we only use the direct version $s_{h,F} = s_{h,F}^1$, introduced in [48] in the following.

Essentially, the ghost penalty stabilisation ensures control of finite element functions on cut elements by borrowing it from interior neighbours. For a more detailed discussion on ghost penalties and different realisations, we refer to [21, 35]. The main required property of the ghost penalty operator is that a stabilised version of Lemma 3.5 holds.

**Lemma 3.6.** Under Assumption 3.1, we have for $v_h \in \mathbb{P}^k(T_h)$ that

$$\| \nabla v_h \|^2_{\Omega_T} \simeq \| \nabla v_h \|_{T_h}^2 + S_h(v_h, v_h). \quad (3.3)$$

**Proof.** We refer to Lemma 5.2 from [35].
3.3. Summary of approaches

We finalise this section by collecting the three different methods of stabilisation under consideration:

The ghost penalty method uses a stabilisation term, given in (3.2), acting on $F^\text{gp}_h = F^\text{gp}_h$. The element clusters are then used solely in the analysis for interpolation. In this case, the shape regularity of the aggregated elements (and the nestedness of finite element spaces) can be exploited to obtain optimal approximation results. \(\text{(GP)}\)

For the patch-wise ghost penalty method, the same stabilisation term (3.2) is used over the minimal set of faces. The element clusters are used to reduce the regions where stabilisation is applied, as stability for bad-cut elements can be supported from within each cluster by choosing $F^\text{gp}_h = F^\text{gp}_{h,\text{min}}$. \(\text{(\omega GP)}\)

For the element aggregation method, mesh elements are merged, resulting in an active mesh $T_h^\text{ag}$ that is cut-shape-regular in the sense of Definition 3.4. Hence, no ghost penalty-like stabilisation is needed, and we set $S_h(\cdot, \cdot) \equiv 0$. \(\text{(AG)}\)

We note that one could also think about a situation where one directly starts with a cut-shape-regular mesh $T_h$ and then considers an unstabilised discretisation. In the analysis below, we will take this viewpoint for the case (ag), i.e., we simply assume to be given a cut-shape-regular mesh $T_h$ for which no stabilisation is required.

Given a particular mesh, we illustrate the choices available in Figure 3 and the resulting consequences for our mesh notation.

4. Error analysis

In this section, we analyse the unfitted DG and Trefftz DG methods under the assumption of exact geometry handling. The analysis for the unfitted DG method has already been treated in [21]. We repeat the analysis with slight generalisations concerning mesh assumptions for inverse inequalities, the aggregated DG formulation and a patch-wise ghost penalty formulation. In particular, we generalise the approximation result by a special interpolation operator in Section 4.1.3. The particular interpolation operator allows us to conveniently extend the analysis further for the unfitted Trefftz DG method.

4.1. Error analysis of the unfitted DG and Trefftz DG methods with exact geometry

In this section, we will analyse the unfitted DG as well as the unfitted Trefftz DG method introduced above under the assumption that we are given a smooth particular solution $u_p \in H^\ell(\Omega), \ell \geq 2$ of (1.1a). We homogenise...
the problem \emph{a priori}, \textit{i.e.} instead of \( u \), the solution to \((1.1)\), we look for \( u \), the solution to the following variant: Find \( u : \Omega \to \mathbb{R} \) such that
\[
-\Delta u = 0 \quad \text{in } \Omega \quad \text{(1.1a)hom}
\]
\[
u = g_{\text{hom}} = g - u_p \quad \text{on } \Gamma. \quad \text{(1.1b)hom}
\]

Hence, no additional homogenisation is needed in the numerical methods. The corresponding DG and Trefftz DG method (both with right-hand side \( H \))

\[\text{Lemma 4.1 (Continuous trace inequality). Let } T \in \mathcal{T}_h. \text{ For all } v \in H^1(T), \text{ we have}\]
\[
\left\| v \right\|^2_{\partial T} \lesssim h_T^{-1} \left\| v \right\|^2_T + h_T \left\| \nabla v \right\|^2_T. \tag{4.2}
\]

\[\text{Proof. For meshes that fulfill Assumption 2.1, the proof can be found in Lemma 4.7 from [13]. Let } T \in \mathcal{T}_h \text{ with subelement } \{ T' \} \text{ as in Assumption 2.2. We can then divide the boundary of } T \text{ into the subelement contribution and apply the trace inequality for the subelement } T', \]
\[
\left\| v \right\|^2_{\partial T} = \sum_{T'} \left\| v \right\|^2_{\partial T' \cap \partial T} \lesssim \sum_{T'} h_T^{-1} \left\| v \right\|^2_{T'} + h_T \left\| \nabla v \right\|^2_{T'} \lesssim h_T^{-1} \left\| v \right\|^2_T + h_T \left\| \nabla v \right\|^2_T. \tag{4.3}
\]

with a constant \( c > 0 \), \textit{independent of the local mesh size } \( h_T \) \text{ and the order } \( k \).

\[\text{Lemma 4.2 (Discrete trace inequality). Let } T \in \mathcal{T}_h. \text{ For all } v_h \in P^k(T), \text{ we have}\]
\[
\left\| v_h \right\|^2_{\partial T} \leq c k h_T^{-1} \left\| v_h \right\|^2_T, \tag{4.4}
\]

for all \( v_h \in P^k(T) \), and a constant \( c > 0 \) independent of \( h \) and \( k \). See Corollary 4.24 from [13] for details on the inverse inequality applied on \( T' \) under our mesh assumptions.

\[\text{Lemma 4.3 (Continuous unfitted trace inequality). Let } T \in \mathcal{T}_h \text{ and } T^T = T \cap \Gamma \text{ with meas}_{d-1} T^T > 0. \text{ Then, there holds for any } v \in H^1(T):}\]
\[
\left\| v \right\|^2_{T^T} \lesssim h_T^{-1} \left\| v \right\|^2_T + h_T \left\| \nabla v \right\|^2_T. \tag{4.5}
\]

\[\text{Proof. Similar proofs to similar statements are given } \text{e.g.} \text{ in [7,16,23]. For the framework at hand, the proof of Lemma 5.2 from [41] can be used with only slight adaptations in the setting. For completeness, we included the proof in Lemma A.1.}\]

In conjunction with the problem (DG), we introduce the following (semi-)norms for the analysis below
\[
\left\| v \right\|^2_{A_h} := \left\| \nabla v \right\|^2_{\Omega} + \left\| h^{-1/2}[v] \right\|^2_{\mathcal{F}_h \cap \Omega} + \left\| h^{1/2} \left\{ n_F \cdot \nabla v \right\} \right\|^2_{\mathcal{F}_h \cap \Omega} + \left\| h^{-1/2} v \right\|^2_T + \left\| h^{1/2} n \cdot \nabla v \right\|^2_T, \tag{4.6a}
\]
\[
\left\| v \right\|^2_{S_h} := S_h(v,v), \tag{4.6b}
\]
\[
\left\| v \right\|_{\mathcal{B}_h} := \left\| v \right\|^2_{A_h} + \left\| v \right\|^2_{S_h}. \tag{4.6c}
\]
Lemma 4.4. $B_h(\cdot, \cdot)$ is coercive and $A_h(\cdot, \cdot)$, $B_h(\cdot, \cdot)$ and $L_h(\cdot)$ are continuous, i.e., for all $u \in H^2(\Omega_T) \oplus P^k(T_h)$ and $v_h \in P^k(T_h)$ there holds
\begin{align}
A_h(u, v_h) & \lesssim \|u\|_{\mathcal{A}_h} \|v_h\|_{\mathcal{A}_h}, \\
B_h(v_h, v_h) & \gtrsim \|v_h\|^2_{\mathcal{B}_h} \quad \text{and} \quad B_h(u, v_h) \lesssim \|u\|_{\mathcal{B}_h} \|v_h\|_{\mathcal{B}_h},
\end{align}
(4.7)
if $\beta > 0$ is sufficiently large, independent of $h$ and $k$. Finally, the problem (DG) admits a unique solution.

Proof. The ghost-penalty stabilised case is covered by Proposition 2.6 from [21] for shape-regular (but not necessarily cut-shape-regular) simplicial meshes. We briefly repeat the arguments for this setting. The continuity estimates follow immediately from the Cauchy-Schwarz inequality. For the coercivity, we have with the Cauchy-Schwarz and weighted Young’s inequality
\begin{align}
A_h(v_h, v_h) &= \|\nabla v_h\|^2_{\Omega_T} - 2(\mathbf{n} \cdot \nabla v_h, v_h)_T + \beta h^{-1} \|v_h\|^2_{T} + 2(\mathbf{n}_F \cdot \nabla v_h, [v_h])_{\partial \Omega} + \beta(h^{-1} \|v_h\|_{\mathcal{F} h, \cap \Omega})^2 \\
&\geq \|\nabla v_h\|^2_{\Omega_T} - \epsilon \|h^{-\frac{1}{2}} \mathbf{n} \cdot \nabla v_h\|^2_{\Omega_T} + \left(\beta - \frac{1}{\epsilon}\right) h^{-\frac{1}{2}} \|v_h\|^2_{\Omega_T} + \left(\beta - \frac{1}{\epsilon}\right) h^{-\frac{1}{2}} \|v_h\|_{\mathcal{F} h, \cap \Omega}^2.
\end{align}
We then observe with $\sigma = \mathbf{n}_F \cdot \nabla v_h$ and the discrete trace inequality in Lemma 4.2 that
\begin{align}
\|h^{\frac{1}{2}} (\mathbf{n}_F \cdot \nabla v_h)\|^2_{\mathcal{F} h, \cap \Omega} &\leq \sum_{F \in \mathcal{F} h} h_F (||\sigma_1||_{F}^2 + ||\sigma_2||_{F}^2) \sum_{T \in \mathcal{T} h} h_T ||\sigma||_{\partial T} \leq \sum_{T \in \mathcal{T} h} c_1 k^2 \|\nabla v_h\|^2_{T} \leq c_1 k^2 \|\nabla v_h\|_{\Omega_T},
\end{align}
with a constant $c_1 > 0$ independent of the local mesh size $h_T$ and order $k$. With a cut version of the discrete trace inequality, obtained by combining Lemma 4.3 and (4.4), we also have
\begin{align}
\|h^{\frac{1}{2}} \mathbf{n} \cdot \nabla v_h\|_{\Gamma} \leq c_2 k^2 \|\nabla v_h\|_{\Omega_T},
\end{align}
with a constant $c_2 > 0$ independent of the mesh size (field) $h$ and order $k$. In the cut-shape-regular case, we can use Lemma 3.5 to bound the right-hand side of (4.9) and (4.10) by a norm on $\Omega$, and in the ghost penalty stabilised case, we can use Lemma 3.6 to the same effect. Consequently, we have
\begin{align}
\|h^{\frac{1}{2}} (\mathbf{n}_F \cdot \nabla v_h)\|^2_{\mathcal{F} h, \cap \Omega} + \|h^{\frac{1}{2}} \mathbf{n} \cdot \nabla v_h\|^2_{\Omega_T} \leq c k^2 (\|\nabla v_h\|^2_{\Omega_T} + S_h(v_h, v_h)),
\end{align}
where we recall that in the cut shape regular case the ghost penalty terms are empty, i.e. $S_h(\cdot, \cdot) = | \cdot |_{\mathcal{S} h}^2 \equiv 0$. Combining this with the above estimate, choosing $\epsilon \leq \frac{1}{2c k^2}$ and subsequently $\beta \geq 4c k^2$, we have
\begin{align}
B_h(v_h, v_h) \geq (1 - \epsilon c k^2)(\|\nabla v_h\|^2_{\Omega_T} + |v_h|_{\mathcal{S} h}) + (\beta - \epsilon^{-1})(\|h^{-\frac{1}{2}} v_h\|^2_{\Gamma} + \|h^{-\frac{1}{2}} |v_h|\|^2_{\mathcal{F} h, \cap \Omega}) \geq \frac{1}{2} \|v_h\|_{\mathcal{B}_h}^2.
\end{align}

In the following we will always assume that $\beta$ is sufficiently large so that Lemma 4.4 holds.

Corollary 4.5. The problem in $(\text{TDG}^\text{hom})$ admits a unique solution and (4.7)–(4.8) also holds for $v_h \in \mathbb{T}^k(T_h)$.

Proof. Coercivity and continuity as stated in Lemma 4.4 are directly inherited on the subspace $\mathbb{T}^k(T_h) \subset P^k(T_h)$, which follows per definition of the DG and Trefftz spaces in (2.2) and (2.3).

4.1.2. Céa-type Quasi-best approximation results

Lemma 4.6. Let $u \in H^1(\Omega) \cap H^2(T_h)$ be the solution to (1.1) with $g^\text{hom} \in H^\frac{1}{2}(\Gamma)$. Furthermore, let either $V_h = P^k(T_h)$ and $u_h \in V_h$ be the solution to (DG$^\text{hom}$), or let $V_h = \mathbb{T}^k(T_h)$ and $u_h \in V_h$ be the solution to (TDG$^\text{hom}$). Then
\begin{align}
\|u - u_h\|_{\mathcal{A}_h} + |u_h|_{\mathcal{S} h} \lesssim \inf_{v_h \in V_h} \|u - v_h\|_{\mathcal{A}_h} + |v_h|_{\mathcal{S} h}.
\end{align}
(4.11)
Proof. The proof for the DG case has essentially been given in Theorem 2.10 from [21]. With the triangle inequality we have for arbitrary $v_h \in V_h$ that
\[
\|u - u_h\|_{A_h} + |v_h|_{S_h} \leq \|u - v_h\|_{A_h} + \|v_h - u_h\|_{A_h} + |v_h - u_h|_{S_h} + |v_h|_{S_h} \leq \|u - v_h\|_{A_h} + \|v_h - u_h\|_{A_h} + |v_h|_{S_h}.
\]
With $w_h := u_h - v_h$, Lemma 4.4 and Corollary 4.5 and $B_h(u_h, v_h) = \mathcal{A}_h(u, v) \forall v_h \in V_h$, we see
\[
\|w_h\|_{B_h} \leq B_h(u_h - v_h, w_h) = \mathcal{A}_h(u - v_h, w_h) - \mathcal{S}_h(w_h, w_h) \\ \leq \|u - v_h\|_{A_h} + \|w_h\|_{A_h} + |w_h|_{S_h} \leq (\|u - v_h\|_{A_h} + |w_h|_{S_h})(\|w_h\|_{A_h} + |w_h|_{S_h})
\]
Dividing by $\|w_h\|_{A_h} + \|w_h\|_{S_h}$ and combining with the previous triangle inequality concludes the proof. Note that all steps are valid for the unfitted DG as well as for the unfitted Trefftz DG case. □

4.1.3. Approximation

For the approximation results, we will use averaged Taylor polynomials on adapted domains as the interpolation operator, cf. Section 4.1 from [5]. We repeat its crucial properties and formulate them in a suitable setting for the following analysis.

Lemma 4.7. Let $T$ be a domain with Lipschitz boundary and assume that there are two balls $b_T$ and $B_T$ with $b_T \subset T \subset B_T$ and associated diameters $h_b$ and $h_B$ so that $h_B/h_b = \sigma_T \leq 1$. We define the interpolation operator $\pi^m_T : L^1(b_T) \rightarrow \mathcal{P}^m(B_T)$ as the operator realizing the averaged Taylor polynomial of degree $m$ by averaging over $b_T$, see [5].

(1) For $v \in W^{m+1,p}(B_T)$ and $p \geq 1$ it holds that
\[
\|v - \pi_T^m v\|_{W^{n,p}(T)} \leq \|v - \pi_B^m v\|_{W^{n,p}(B_T)} \lesssim h_B^{m+1-n} \|v\|_{W^{m+1,p}(B_T)} \quad \text{for } n = 1, \ldots, m+1,
\]
with a constant only depending on $\sigma_B$, $m$ and $n$.

(2) For $v \in W^{[\alpha],1}(T)$ and $\alpha \in \mathbb{N}^d$ such that $|\alpha| \leq m - 1$ there holds
\[
D^\alpha \pi_T^m v = \pi_T^{m-|\alpha|} D^\alpha v.
\]

Proof. See [5, Secion 4.1], especially Lemma 4.3.8 & Proposition 4.1.17 from [5], since $B_T$ is star-shaped. □

The second property of commuting interpolation and differentiation is crucial in the context of the Trefftz DG subspace. Note that in (4.12b) $v$ and $D^\alpha v$ are effectively only evaluated on the small ball $b_T$. It specifically implies that for $u \in H^m(T)$ with $\Delta u = 0$ (on $b_T$) and $m \geq 2$ there holds $\Delta \pi_T^m u = \pi_T^{m-2} \Delta u = 0$ on each element (for $m < 2$ there trivially holds $\Delta \pi_T^m u = 0$). In other words, the averaged Taylor polynomial of a harmonic function is also harmonic.

As a consequence of Lemma 2.3 and the fact that the aggregated elements in $T_h^{ag}$ again fulfil Assumption 2.2 we make the following observation in preparation of the subsequent lemma.

Corollary 4.8. Let $T \subseteq T_h^{ag}$. For $b_T$ the largest ball in $T \cap \Omega$ and $B_T$ the smallest ball with $B_T \supset T$ (4.12a) and (4.12b) hold.

Lemma 4.9. For $u \in H^m(\Omega)$ with $\Delta u = 0$ and $l = \min\{m-1,k\}$ there holds
\[
\inf_{v_h \in \mathcal{P}^k(T_h)} \left(\|u - v_h\|_{A_h} + |v_h|_{S_h}\right) \leq \inf_{v_h \in \mathcal{P}^k(T_h^{ag})} \left(\|u - v_h\|_{A_h} + |v_h|_{S_h}\right) \lesssim \left(\sum_{T_h \subseteq T'} h_T^{2l} \|u\|_{H^{l+1}(T)}^2\right)^{1/2} \lesssim h^l \|u\|_{H^{l+1}(\Omega)},
\]
where the constant depends on the maximum number of subelements $T'$ in each element, $m_T$, cf. Assumption 2.2, and the maximum number of elements in a patch $n_{max}$, cf., Lemma 3.3.
Proof. We first recall that in the case where \( T_h \) is cut-shape-regular we have \( T_h^{ag} = T_h \).

The first inequality is obvious due to \( T^k(T_h^{ag}) \subset T^k(T_h) \). For the second, we will find an interpolator \( v_h \in T^k(T_h^{ag}) \) with the corresponding bound. Before we discuss the construction in more detail we want to stress that the interpolator will be constructed w.r.t. the finite element space on \( T_h^{ag} \) which is smaller than the one used in the discretisation only in the case where \( T_h \) is not cut-shape-regular (otherwise \( T_h^{ag} = T_h \) holds).

First, we bound all different norm contributions by \( H^1(T) \)-semi-norms on elements \( T \) in the active mesh \( T_h \). To this end, we recall the trace inequalities (4.2) and (4.5). Applying these estimates to all norm contributions of \( \|\cdot\|_{A_h} \) to \( v \in H^m(T_h) \) yields

\[
\|v\|^2_{A_h} \lesssim \sum_{T \in T_h} \|\nabla v\|^2_{T \cap \Omega} + h_T^{-1}\|v\|^2_{T} + h_T\|\nabla v\|^2_{T \cap \Omega} + h_T^{-1}\|v\|^2_{\partial T} + h_T\|\nabla v\|^2_{\partial T} \lesssim \sum_{T \in T_h} |v|^2_{H^1(T)} + h_T^{-2}\|v\|^2_T + h_T^2|v|^2_{H^2(T)} \lesssim \sum_{T \in T_h, j=0,1,2} h_T^{2(j-1)}|v|^2_{H^j(T)}.
\]

For the construction of the interpolant \( v_h = \pi_h^k u \), we apply the averaged Taylor polynomial from Lemma 4.7 patch-wise for all \( \omega \in T_h^{ag} \) so that \( \pi_h^k u|\omega = \pi_h^k u \). Making use of Corollary 4.8 the averaged Taylor polynomial \( \pi_h^k u|\omega \) is based only on \( u|\omega \) with a ball \( b_\omega \subset \omega \cap \Omega \). By construction \( v_h \) depends only on \( u \) in \( \Omega \) and hence with (4.12b) is harmonic, i.e. \( v_h \in T^k(T_h^{ag}) \subset T^k(T_h) \).

We cannot directly plug in the approximation error bound for \( u \), as \( u \) is not defined on \( \Omega_T \). We hence make use of a linear extension operator \( \mathcal{E} : H^m(\Omega) \to H^m(\Omega_T) \), for \( m \geq 0 \), for which it holds

\[
\mathcal{E}u|\Omega = u \text{ and } \|\mathcal{E}u\|_{H^m(\Omega_T)} \lesssim \|u\|_{H^m(\Omega)},
\]

see for example Section VI.3 from [52]. For the interpolant of the extension \( \mathcal{E}u \) on the entire aggregated element \( \omega \), we choose the same averaged Taylor polynomial as \( \pi_h^k u = \pi_h^k u \in T^k(T_h^{ag}) \). We note that we constructed the averaged Taylor polynomial especially so that \( \pi_h^k \) only depend on values in \( \Omega \). We set \( v_h = \pi_h^k(\mathcal{E}u) \). Applying (4.12a) gives for \( v \in H^{m+1}(\Omega) \) with \( \Delta v = 0 \) and each \( \omega \in T_h^{ag} \) the estimate

\[
|h^{m+1-j}|\mathcal{E}v|_{H^{m+1}(B_\omega)} \lesssim \sum_{T \in T_h^{ag}} \sum_{j=0,1,2} h_T^{2(j-1)} \left( |\mathcal{E}u - \pi_h^k \mathcal{E}u||_{H^j(\omega)} \right) \lesssim \sum_{\omega \in T_h^{ag}} h_T^{2} \left( |\mathcal{E}u||_{H^{m+1}(B_\omega)} \right) \lesssim h_T^{2} |u||_{H^{m+1}(\Omega)}.
\]

For the ghost-penalty semi-norm, let us consider two aligned elements \( T_1, T_2 \) and an aggregated element from a single facet patch \( \omega_F = \text{Int}(T_1 \cup T_2) \) and \( \omega_{ag,F} = \{T_1, T_2\} \). We denote with \( \Pi_{ag,F} \) the L2 projection onto the polynomial space over the domain \( \omega_F \), and by \( \Pi_{T_{ag,F}} \) the element-wise projection onto the broken polynomial space over the elements \( T_{ag,F} \). Let us denote \( v_{h,i} = \Pi_{ag,F} \Pi_{T_{ag,F}} v_h \in \mathbb{P}^k(\omega_F), i = 1,2 \). Then for any \( v \in \mathbb{P}^k(\omega_F) \)

\[
h_F^2|v|^2_{S_h,\omega_F} = \|v_{h,1} - v_{h,2}\|^2_{\omega_F} \leq 2(\|v_{h,1} - v\|^2_{\omega_F} + \|v - v_{h,2}\|^2_{\omega_F}) = 2\left(\|v - v_{h,1}\|^2_{T_1} + \|v_{h,1} - v\|^2_{T_2} + \|v - v_{h,2}\|^2_{T_2} + \|v - v_{h,2}\|^2_{T_2}\right) \lesssim \Pi_{T_1,2} v_h - v\|^2_{T_2} + \|v - \Pi_{T_2} v_h\|^2_{T_2} = \|\Pi_{T_{ag,F}} v_h - v\|^2_{\omega_F}
\]

where the second last step follows using the shape regularity of the mesh, by which we can bound the norm of the discrete function on \( T_1 \) by the norm on \( T_2 \) and vice versa as the arguments are polynomials (not only element-wise) on the aggregated element. Let \( v = \Pi_{\omega_F}(\mathcal{E}u) \) and recall \( v_h = \pi_h^k(\mathcal{E}u) \) then

\[
\Pi_{T_{ag,F}} v_h - v = (\pi_h^k - \Pi_{\omega_F})\mathcal{E}u = (\pi_h^k - \text{id})\mathcal{E}u + (\text{id} - \Pi_{\omega_F})\mathcal{E}u.
\]
The operators $\pi_k^h$, $\Pi_{\omega_F}$ have the usual optimal approximation bounds. We hence obtain
\[
|v_h|_{S_h, \omega_F} \lesssim h_{F}^{-1} \|\Pi_{T_h} v_h - v\|_{\omega_F} \lesssim h_{F}^{-1} \|\mathcal{E} u\|_{H^{l+1}(\omega_F)} \Rightarrow |v_h|_{S_h} \lesssim \left( \sum_{F \in \mathcal{F}_h} h_{F}^{2} \|\mathcal{E} u\|_{H^{l+1}(\omega_F)}^{2} \right)^{\frac{1}{2}} \lesssim h_{l} \|u\|_{H^{l+1}(\Omega)}. \tag{4.13}
\]
We note that in the case of the patch-wise ghost-penalty operator, i.e., $\mathcal{F}_h^{\text{gp}} = \mathcal{F}_h^{\text{gp, min}}$, we have by construction $|\pi_k^h \mathcal{E} u|_{S_h} = 0$ for $m \leq k$ as $\pi_k^h$ maps onto $\mathbb{P}^m(\mathcal{T}_h^{\text{ag}})$ which is the kernel of $| \cdot |_{S_h}$ in the case of the patch-wise ghost penalty.

\textbf{Corollary 4.10.} For $u \in H^m(\Omega)$ with $\Delta u = 0$ and $l = \min\{m - 1, k\}$ there holds
\[
\inf_{v_h \in \mathbb{P}^k(T_h)} (\|u - v_h\|_{\mathcal{A}_h} + |v_h|_{S_h}) \lesssim h_{l} \|u\|_{H^{l+1}(\Omega)}. \tag{4.14}
\]
\textbf{Proof.} Follows from $\mathbb{T}^k(\mathcal{T}_h^{\text{ag}}) \subset \mathbb{T}^k(T_h) \subset \mathbb{P}^k(T_h)$ and Lemma 4.9. \hfill \Box

4.1.4. A Priori error bounds

\textbf{Corollary 4.11.} Let $u \in H^m(\Omega)$ be the solution to (1.1) with $g^{\text{hom}} \in H^{\frac{1}{2}}(\Gamma)$ and $u_h \in V_h$ be the solution to (DG$^{\text{hom}}$) or (TDG$^{\text{hom}}$) with $V_h = \mathbb{P}_k(T_h)$ or $V_h = \mathbb{T}^k(T_h)$, respectively. Then, there holds for $l = \min\{m - 1, k\}$
\[
\|u - u_h\|_{\mathcal{A}_h} + |u_h|_{S_h} \lesssim h_{l} \|u\|_{H^{l+1}(\Omega)}. \tag{4.15}
\]
\textbf{Proof.} Follows from Lemmas 4.6 and 4.9. \hfill \Box

\textbf{Theorem 4.12.} We assume $\Omega$ to be sufficiently smooth or convex such that $L^2(\Omega)$-$H^2(\Omega)$-regularity holds\footnote{This means that for $f \in L^2(\Omega)$ the solution $w$ to $-\Delta w = f$ in $\Omega$, $w = 0$ on $\Gamma$ is $H^2$-regular, $w \in H^2(\Omega)$ and $\|w\|_{H^2(\Omega)} \lesssim \|f\|_{L^2(\Omega)}$.} and assume that $T_h$ is quasi-uniform, i.e. $h_T \simeq h \ \forall T \in T_h$. Furthermore, let $u \in H^m(\Omega)$, $m \geq 2$ be the solution to (1.1) with $g^{\text{hom}} \in H^{\frac{1}{2}}(\Gamma)$ and $u_h \in V_h$ be the solution to (DG$^{\text{hom}}$) or (TDG$^{\text{hom}}$). Then, there holds for $l = \min\{m - 1, k\}$ that
\[
\|u - u_h\|_{\Omega} \lesssim h_{l+1} \|u\|_{H^{l+1}(\Omega)}. \tag{4.16}
\]
\textbf{Proof.} Due to the elliptic regularity assumption, we have that for the auxiliary problem
\[
-\Delta z = u - u_h \quad \text{in } \Omega, \\
z = 0 \quad \text{on } \Gamma,
\]
that $z \in H^2(\Omega) \cap H_0^1(\Omega)$ and that $\|z\|_{H^2(\Omega)} \lesssim \|u - u_h\|_{\Omega}$. From $z \in H^2(\Omega)$, it follows that $\|\nabla z\cdot n_F = 0$ and $\|z\| = 0$ on all $F \in \mathcal{F}_h \cap \Omega$. Due to the symmetry and consistency of the symmetric interior penalty form $\mathcal{A}_h(\cdot, \cdot)$, we have that
\[
\mathcal{A}_h(u - u_h, z) = \mathcal{A}_h(z, u - u_h) = \int_{\Omega} (-\Delta z)(u - u_h) \, dx = \|u - u_h\|_{\Omega}^2.
\]
Furthermore, we have the perturbed Galerkin-orthogonality
\[
\mathcal{A}_h(u - u_h, v_h) = S_h(u_h, v_h) \quad \text{for all } v_h \in V_h. \tag{4.17}
\]
Now let $\pi_k^h$ be the interpolation operator by average Taylor polynomials onto $\mathbb{P}^1(\mathcal{T}_h^{\text{ag}}) = \mathbb{T}^1(\mathcal{T}_h^{\text{ag}}) \subset V_h$. We note that all piecewise linear functions are naturally harmonic. Then by (4.17) and Lemma 4.4, we have
\[
\|u - u_h\|_{\Omega}^2 = \mathcal{A}_h(u - u_h, z) = \mathcal{A}_h(u - u_h, z - \pi_k^h z) + S_h(u_h, \pi_k^h z) \lesssim \|u - u_h\|_{\mathcal{A}_h} \|z - \pi_k^h z\|_{\mathcal{A}_h} + |u_h|_{S_h} |\pi_k^h z|_{S_h} \lesssim (\|u - u_h\|_{\mathcal{A}_h} + |u_h|_{S_h}) \|z\|_{H^2} \lesssim h(\|u - u_h\|_{\mathcal{A}_h} + |u_h|_{S_h}) \|u - u_h\|_{\Omega},
\]
where the penultimate estimate follows from Lemma 4.7 and the consistency of the ghost-penalty semi-norm shown in Lemma 4.9. The claim then follows from Corollary 4.11. \hfill \Box
4.2. Unfitted DG and Trefftz DG methods with geometry approximation

Unfitted finite element discretisations pose the additional challenge of geometry approximation, i.e., the demand for an accurate representation of a geometry not described through the computational mesh and the need for robust and accurate numerical integration over cut elements. Several techniques to achieve these are known in the literature; see for example, [20, 28, 32, 43, 45, 49]. In our numerical examples below, we will consider an approach based on piecewise linear reference configuration and a (small) local mesh deformation [32]. In this section, we introduce the methods with respect to a discrete approximated geometry and carry out an error analysis based on a Strang-type lemma. Similar techniques have been applied in [33, 36] and the works by Deckelnick, Elliott, Ranner, e.g. [16, 18]. For ease of presentation we restrict to the case of quasi-uniform meshes, i.e. \( h_T \simeq h \) for all \( T \in \mathcal{T}_h \).

4.2.1. Geometry approximation

In the remainder we assume that a geometry approximation \( \Omega_h \) of higher order is given, i.e.,

\[
\text{dist}(\Omega, \Omega_h) \lesssim h^{q+1},
\]

where \( q \) is the geometry order of approximation and we assume that integrals on \( \Omega_h \) can be computed accurately. We further assume that there is a mapping \( \Phi_h : \Omega_h \to \Omega \) that allows to map the approximated domain onto the exact domain. This mapping is assumed to be a piecewise smooth bijection, and fulfills \( \Phi_h(\Gamma_h) = \Gamma \) and

\[
\|\Phi_h - \text{id}\|_{L^\infty(\Omega_h)} \lesssim h^{q+1}, \quad \|D\Phi_h - I\|_{L^\infty(\Omega_h)} \lesssim h^q. \tag{4.18}
\]

In this setting, we introduce adjusted versions of the previous bi- and linear forms and discrete norms of the DG discretisations. To this end, we effectively replace \( \Omega \) by its approximation \( \Omega_h \) yielding slightly modified discrete regions \( \mathcal{T}_h, \mathcal{T}^\Gamma_h, \mathcal{O}_T \),\(^3\) the forms \( B_h(\cdot, \cdot), A_h(\cdot, \cdot), S_h(\cdot, \cdot), L_h(\cdot) \) and norms \( \|\cdot\|_{L^k(\Omega)}, \|\cdot\|_{A_h(\cdot)}, \|\cdot\|_{S_h} \). Let us stress that all previous dependencies on \( \Omega \), e.g., the selection of active elements \( \mathcal{T}_h \), are now replaced by dependencies on the discrete domain \( \Omega_h \). As in Section 4.1, we restrict ourselves to the homogeneous case \( f = 0 \). For the boundary data given by \( g^{\text{hom}} \in H^{1,\infty}(\Gamma) \), we assume that there exists a sufficiently smooth extension into a domain \( \Gamma^c \supset \Gamma \cup \Gamma_h \). We refer to the extension by \( g^{\text{hom}} \), abusing the notation. The plain-DG discretisation with geometry errors then reads as: Find \( u_h \in P^k(\mathcal{T}_h) \), such that

\[
B_h(u_h, v_h) := A_h(u_h, v_h) + S_h(u_h, v_h) = L_h(0, g^{\text{hom}}; v_h) \quad \forall v_h \in P^k(\mathcal{T}_h). \tag{geoDG^{hom}}
\]

Similarly, the Trefftz discretisation reads: Find \( u_T \in P^k(\mathcal{T}_h) \), such that

\[
B_h(u_T, v_h) := A_h(u_T, v_h) + S_h(u_T, v_h) = L_h(0, g^{\text{hom}}; v_h) \quad \forall v_h \in P^k(\mathcal{T}_h). \tag{geoTDG^{hom}}
\]

4.2.2. A Priori error bounds

For the error analysis, we introduce the auxiliary bilinear form with respect to the exact geometry. For \( u,v \in H^2(\Omega) \oplus \{v \circ \Phi_h^{-1} \mid v \in V_h\} \), we define

\[
A(u, v) := (\nabla u, \nabla v)_\Omega - (\|n_F \cdot \nabla u\|, \|v\|)_{\Phi_h(\mathcal{O}_h) \cap \Omega} - (n \cdot \nabla u, v)_\Gamma, \quad \text{and} \quad L(f; v) = (f, v)_\Omega.
\]

We split the bilinear form \( A_h \) into a part containing the symmetry and boundary control terms and another containing the remainder, i.e. the bulk, consistency and DG terms

\[
A^2_h(u, v) = -(u, n \cdot \nabla v)_{\Gamma_h} + \beta(h^{-1}u, v)_{\Gamma_h} \quad A^1_h(u, v) = A_h(u, v) - A^2_h(u, v).
\]

We note that it is not necessary to split the linear form \( L_h \) due to \( f = 0 \).

We have the following Strang type lemma for the DG method:

\(^3\)In regard to the discrete regions, we just assume \( \mathcal{T}_h, \mathcal{T}^\Gamma_h, \mathcal{O}_T \) to be defined accordingly from now on and—in the interest of readability—refrain from introducing new symbols.
Lemma 4.13. Let \( u \in H^2(\Omega) \) be the solution to (1.1) with data \( g^\text{hom} \in H^{1/2+ \varepsilon}(\Omega \cup \Omega_h) \), \( \varepsilon > 0 \). Furthermore, let either \( V_h = \mathbb{P}^k(T_h) \) and \( u_h \in V_h \) be the solution to (geoDG\text{\textsuperscript{hom}}), or let \( V_h = \mathbb{T}^k(T_h) \) and \( u_h \in V_h \) be the solution to (geoTDCG\text{\textsuperscript{hom}}). Then
\[
\|u \circ \Phi_h - u_h\|_{A_h} \lesssim \inf_{v_h \in V_h} \left( \|u \circ \Phi_h - v_h\|_{A_h} + |v_h|_{S_h} \right)
+ \sup_{w_h \in V_h} \frac{|A_h^1(u, w_h) - A(u, w_h \circ \Phi_h^{-1})|}{\|w_h\|_{B_h}} + h^{-1/2} \|u \circ \Phi_h - g^\text{hom}\|_{\Gamma_h}.
\]

Proof. The proof follows the lines of [33,36]. Let us denote \( \tilde{u} = u \circ \Phi_h \). With the triangle inequality we have for arbitrary \( v_h \in V_h \) that
\[
\|\tilde{u} - u_h\|_{A_h} \leq \|\tilde{u} - v_h\|_{A_h} + \|v_h - u_h\|_{A_h}.
\]
With \( w_h := u_h - v_h \) and Lemma 4.4, we see
\[
\|w_h\|_{B_h} \lesssim B_h(u_h - v_h, w_h) = L_h(0, g^\text{hom}; w_h) - A_h(v_h, w_h) - S_h(v_h, w_h)
\lesssim |A_h(\tilde{u} - v_h, w_h)| + |L_h(0, g^\text{hom}; w_h) - A_h(\tilde{u}, w_h)| + |v_h|_{S_h} |w_h|_{S_h}
\lesssim \|\tilde{u} - v_h\|_{A_h} \|w_h\|_{A_h} + |A_h(\tilde{u}, w_h) - L_h(0, g^\text{hom}; w_h)| + |v_h|_{S_h} |w_h|_{S_h}.
\]
Dividing by \( \|w_h\|_{B_h} \) and observing that both \( \|\cdot\|_{A_h} \) and \( \cdot \cdot \cdot_{S_h} \) are dominated by \( \|\cdot\|_{B_h} \), we have
\[
\|\tilde{u} - u_h\|_{A_h} \lesssim \inf_{v_h \in V_h} \left( \|\tilde{u} - v_h\|_{A_h} + |v_h|_{S_h} \right) + \sup_{w_h \in V_h} \frac{|A_h(\tilde{u}, w_h) - L_h(0, g^\text{hom}; w_h)|}{\|w_h\|_{B_h}}.
\]
Due to integration by parts, we have \( A(u, w_h \circ \Phi_h^{-1}) = L(0; w_h \circ \Phi_h^{-1}) = 0 \) for all \( w_h \in V_h \). Therefore,
\[
|A_h(\tilde{u}, w_h) - L_h(0, g^\text{hom}; w_h)| = |A_h(\tilde{u}, w_h) - L_h(0, g^\text{hom}; w_h) - A(u, w_h \circ \Phi_h^{-1})|
\lesssim |A_h^1(\tilde{u}, w_h) - A(u, w_h \circ \Phi_h^{-1})| + |A_h^2(\tilde{u}, w_h) - L_h(0, g^\text{hom}; w_h)|.
\]
For the final term, we observe
\[
|A_h^2(\tilde{u}, w_h) - L_h(0, g^\text{hom}; w_h)| = \left| \int_{\Gamma_h} (-n \cdot \nabla w_h)(\tilde{u} - g^\text{hom}) + w_h \frac{\beta}{h} (\tilde{u} - g^\text{hom}) \, ds \right|
\lesssim \|w_h\|_{B_h} \|u\|_{H^{1/2+ \varepsilon}(\Omega)} \|\tilde{u} - g^\text{hom}\|_{\Gamma_h}.
\]
\[
\square
\]
Proposition 4.14 (Unfitted DG error estimate). Let \( u \in W^{3,\infty}(\Omega) \) if \( k \leq 2 \) or \( u \in H^{k+1}(\Omega) \) if \( k \geq 3 \) be a solution to (1.1). Assume that \( g^\text{hom} \in W^{1,\infty}(\Gamma) \) is extended sufficiently smooth into the discrete domain. For the solution \( u_h \in \mathbb{P}^k \) to (geoDG\text{\textsuperscript{hom}}) there holds
\[
\|u \circ \Phi_h - u_h\|_{A_h} \lesssim \left( h^k + h^\varepsilon \right) (S(u) + \|g^\text{hom}\|_{1,\infty,\Gamma})
\]
with
\[
\|\cdot\|_{m,\infty,\chi} := \max_{l \leq m} \|D^l \cdot\|_{L^\infty(X)}, \quad \text{and} \quad S(u) := \begin{cases} \|u\|_{W^{3,\infty}(\Omega)} & \text{for } k \leq 2 \\ \|u\|_{H^{k+1}(\Omega)} & \text{for } k \geq 3. \end{cases}
\]

Proof. We need to estimate the terms on the right-hand side of the Strang estimate in (4.19). With a suitably continuous extension operator \( \mathcal{E} : H^{k+1}(\Omega) \rightarrow H^{k+1}(\Omega_T) \) (for \( k \geq 3 \)) as above or \( \mathcal{E} : W^{3,\infty}(\Omega) \rightarrow W^{3,\infty}(\Omega_T) \) (for \( k \geq 2 \)), we set \( u^\varepsilon := \mathcal{E}u \). We then have
\[
\|u \circ \Phi_h - u_h\|_{A_h} \leq \|u \circ \Phi_h - u^\varepsilon\|_{A_h} + \|u^\varepsilon - v_h\|_{A_h}
\]
(4.22)
For the first term, we have
\[ \| u \circ \Phi_h - u^e \|_{A_h} \lesssim h^{n+\frac{1}{2}} S(u). \]

The proof of this bound follows along the lines of Lemma 12 from [33]. The additional interior-penalty facet contributions not treated in Lemma 12 from [33] have the same structure as the \( L^2(\Gamma_h) \)-expressions treated in Lemma 12 from [33]. We note that the cases \( k \leq 2 \) and \( k \geq 3 \) are distinguished as the proof requires \( u \in W^{2,\infty}(\Omega) \) which is implied by \( H^\ell(\Omega) \)-regularity only for \( \ell \geq 4 \). For the approximation part in (4.22), we use the unfitted projection based on averaged Taylor/polynomials as above. With \( v_h = \pi_h^k \xi u = \pi_h^k u \) per construction, we have as above
\[ \| u^e - v_h \|_{A_h} \leq h^k \| u \|_{H^{k+1}(\Omega)} \lesssim h^k S(u). \]  

(4.23)

For the ghost-penalty semi-norm, we further have from the consistency error estimate (4.13) from above, that
\[ |\pi_h^k u|_{S_h} \lesssim h^k \| u \|_{H^{k+1}(\Omega)} \lesssim h^k S(u). \]

Proposition 4.15. Let \( u \in W^{k,\infty}(\Omega) \) if \( k \leq 2 \) or \( u \in H^{k+1}(\Omega) \) if \( k \geq 3 \) be a solution to (1.1). Assume that \( g^{\text{hom}} \in H^{1,\infty}(\Gamma) \) is extended sufficiently smooth into the discrete domain. For the solution \( u_T \in \mathbb{T}^k \) to (geoTDGhom) there holds
\[ \| u \circ \Phi_h - u_T \|_{A_h} \lesssim (h^k + h^q) \left( S(u) + \| g^{\text{hom}} \|_{1,\infty,\Gamma} \right). \]  

(4.25)

Proof. The proof is an immediate consequence of the proof of Proposition 4.14, by the observation that due to \( \Delta u = 0 \) and the choice of our interpolation operator, we have in (4.23) that \( v_h = \pi_h^k u_{\text{hom}} \in \mathbb{T}^k \).

5. Implementational aspects

This section discusses some implementational aspects of the Trefftz and aggregated DG methods. In particular, we discuss how these approaches can be implemented in a general DG code without having to implement the basis functions for the Trefftz space or the DG space on general patches.

5.1. Embedded Trefftz method

In the previous section, we did not discuss the construction of \( \mathbb{T}^k \). One way is to set up the basis of harmonic polynomials; see, e.g., [25]. A more flexible choice is to construct \( \mathbb{T}^k \) through an embedding in the corresponding DG space \( \mathbb{P}^k \). This has recently been introduced as the embedded Trefftz DG method [37]. One of the advantages of using the embedded Trefftz DG method in this setting is that it allows the easy construction of a particular solution so that we can also deal with the inhomogeneous problem. We sketch the approach in this section but note that there are no specific adjustments for the unfitted setting that needs to be taken compared to the embedding procedure introduced in [37].

Let \( \{ \phi_i \}_{i=1}^N \) be a basis of \( \mathbb{P}^k(\mathcal{T}_h) \) and \( G : \mathbb{R}^N \rightarrow \mathbb{P}^k(\mathcal{T}_h) \), \( G(x) = \sum_{i=1}^N x_i \phi_i \) be the Galerkin isomorphism mapping vectors in \( \mathbb{R}^N \) to finite element functions. Note that \( G(e_i) = \phi_i \) for the canonical unit vectors \( e_i \). We then define the following matrices and vector for \( i, j = 1, \ldots, N \)
\[ (B)_{ij} = B_h(G(e_i), G(e_j)) = B_h(\phi_i, \phi_j), \quad (I)_i = L_h(G(e_i)) = L_h(\phi_i), \quad (W)_{ij} = \langle \Delta \phi_i, \Delta \phi_j \rangle_{0,h}. \]
Figure 4. Sketch of extraction of the kernel of the local matrix $W_T$ based on a local SV decomposition.

Here, $\langle \cdot, \cdot \rangle_{0,h} := \sum_{T \in T_h} \langle \cdot, \cdot \rangle_T$ is the element wise $L^2$-inner product on the active mesh. We observe that $\text{ker}(\Delta) = \mathcal{G}(\text{ker}(W))$.

As the Trefftz space is the kernel of $\Delta$ in $P^k(T_h)$, we are equivalently looking for a basis of $\text{ker}(W)$ to characterise the Trefftz space. As $W$ is block diagonal, with the blocks corresponding to the elements of the active mesh, we construct $W$ element wise.

For $T \in T_h$, let $W_T \in \mathbb{R}^{N_T \times N_T}$ be the block in $W \in \mathbb{R}^{N \times N}$ corresponding to the element $T$ with $N_T = \dim(P^k(T))$. The dimension of the kernel of $W_T$ is $M_T = \dim(\text{ker}(\Delta)) = N_T - L_T$ with $L_T = \dim(\text{range}(\Delta))$ (e.g. in 2D $M_T = (k + 2)(k + 1)/2 - k(k - 1)/2 = 2k + 1$). We can compute the kernel of $W_T$ and collect the set of orthogonal basis vectors in the matrix $T_T \in \mathbb{R}^{N_T \times M_T}$. This can be done numerically, for example using a QR-decomposition or singular value decomposition (SVD), see also Figure 4. These blocks are then collected into a block matrix $T \in \mathbb{R}^{N \times M}$, with which we have the characterisation $\text{ker}(W) = T \cdot \mathbb{R}^M$.

With the help of $T$, we can now naturally define the Trefftz Galerkin isomorphism as $\mathcal{G}_T : \mathbb{R}^M \rightarrow \mathbb{T}^k(T_h)$, $\mathcal{G}_T(x) = \mathcal{G}(Tx)$. Having assembled $B, l$ and $T$ for the standard DG method, the system corresponding to (TDG) reads as follows: Find $u_T(= \mathcal{G}_T^{-1}(u_T))$, such that

$$T^T BT u_T = T^T l.$$

Note that the Trefftz system with matrices $B_T = T^T BT$ and $l_T = T^T l$ can also be assembled in an element-by-element fashion avoiding the setup of the (larger) matrices and vectors $B$, $l$.

The embedded Trefftz approach allows the construction of a particular solution $u_f \in \mathbb{P}^k(T_h)$ in a generic way. To this end, we compute element-wise $(w_T)_i = (f, \mathcal{G}(e_i)) = (f, \Delta \phi_i)$ and define $(u_f)_T = W_T^\dagger w_T$. Here $W_T^\dagger$ denotes the pseudoinverse of the matrix $W_T$, which can be obtained using the QR decomposition or SVD of the matrix $W_T$, which may have already been computed when numerically computing the kernel of $W_T$. Then a particular solution is given by $u_f = \mathcal{G}_T(u_f)$, and the Trefftz solution to the corresponding homogenised problem corresponds to the solution $u_T$ to

$$T^T BT u_T = T^T (l - Bu_f).$$

Let us summarise that the key idea of the embedded Trefftz approach is to exploit the characterisation of the Trefftz DG space as the kernel of differential operator on a standard DG space on a linear level. A similar approach can also be applied to implement the aggregated finite element method as we discuss next.

5.2. Embedded aggregated FEM

In the aggregated finite element method, degrees of freedom on problematic elements, i.e. cut elements or ill-shaped cut elements, are marked as dependent degrees of freedom which are determined from degrees of freedom on uncut elements using an extrapolation. In [1], this interpolation is done geometrically based on
a nodal representation of finite element degrees of freedom. Here, we want to discuss a different approach in the virtue of the embedded Trefftz DG approach. Since $\mathbb{P}^k(T_h^\text{ag}) \subset \mathbb{P}^k(T_h)$, we would like to characterise $\mathbb{P}^k(T_h^\text{ag})$ as the kernel of an operator in $\mathbb{P}^k(T_h)$. In fact, we can identify the patch-wise jump operator, i.e. the facet-patch-local version of the ghost-penalty operator, as a corresponding suitable operator.

Again, let $\{\phi_i\}_{i=1}^N$ be a basis of $\mathbb{P}^k(T_h)$ and $\{\phi_i^T\}_{i=1}^N \subset \{\phi_i\}_{i=1}^N$ be the basis functions corresponding to an element $T \in T_h$. For a non-trivial patch $T_h^\text{ag} \subset T_h$, we define the ghost penalty operator facet-patch-wise as

$$s_{h,\omega}(v,w) = \sum_{F \in F_h(T_h^\text{ag})} s_{h,F}(v,w).$$

For trivial patches $T_h^\text{ag} = \{T\}$, the ghost penalty operator is zero. For, $i, j = 1, \ldots, N$, we can define the matrix

$$(W)_{ij} = S_h(\phi_j, \phi_i)$$

with local version $(W_\omega)_{ij} = s_{h,\omega}(\phi_j, \phi_i)$. As with the weak Trefftz method, we have that

$$\ker(S_h) = \mathcal{G}(\ker(W)).$$

As before, the matrix $W$ is block diagonal, with each non-trivial block corresponding to one patch and the zero blocks corresponding to all trivial patches. As before, we can therefore compute the blocks $W_\omega$ independently, compute the kernel of dimension $N_\omega = \dim(\mathbb{P}_k(\omega))$ numerically and collect the orthogonal basis vectors of $\ker(W_\omega)$ in small matrices $T_\omega$. Let $M = \dim(\mathbb{P}_k(T_h^\text{ag})) = \dim(\mathbb{P}_k(T_h \setminus T_h^C)) + N_\omega |\mathcal{G}_h|$. We then build a block diagonal matrix $T \in \mathbb{R}^{N \times M}$ from these blocks, together with an identity block corresponding to all trivial patches.

With the help of $T$ we can now naturally define the aggregated Galerkin isomorphism as $\mathcal{G}_\text{ag} : \mathbb{R}^M \to \mathbb{P}^k(T_h)$, $\mathcal{G}_\text{ag}(x) = \mathcal{G}(T x)$.

With the notation as for the embedded Trefftz method, the embedded aggregate finite element method corresponds to finding $u_{\text{ag}}$ such that

$$T^T B u_{\text{ag}} = T^T f.$$ 

Note that here the ghost penalty is part of $B$, but is used to determine $T$.

The generic nature of this formulation is an advantage over the extrapolation based approach in [1]. The extrapolation in [1] is based on a geometrical extrapolation exploiting a nodal representation of degrees of freedom. In contrast, our generic formulation allows for an implementation of the aggregation, which is independent of the choice of basis functions and can easily be generalised to curved elements.

### 5.3. Embedded aggregated Trefftz DG methods

Both previously discussed approaches to embed a special DG finite element space into the standard finite element space can be combined. We simply combine the previous components to obtain an embedding for the aggregated Trefftz DG method into the standard finite element space. Defining

$$(W)_{ij} = S_h(\phi_j, \phi_i) + \langle \Delta \phi_j, \Delta \phi_i \rangle_{0,h},$$

and determining the kernel of the corresponding operator in $\mathbb{P}^k(T_h)$ yields the space of patch-wise harmonic polynomials, i.e. the aggregated Trefftz space. The procedure can be executed - as in the previous section - patch by patch and results in a linear system of the form

$$T^T B u_{\text{ag}} = T^T (I - B u_f)$$

with patch-wise block diagonal $T$. Note that here the ghost penalty is again not part of $B$, but is used to determine $T$. 

6. Numerical examples

The previously described methods are implemented using NGSTrefftz [53] and ngsxfem [38], add-on packages to the finite element library NGSolve/Netgen [50,51]. The python scripts implementing the methods discussed in this paper and the full numerical results presented below are freely available in the zenodo repository [24]. The stabilisation parameters for the interior penalty and the Nitsche method are fixed in all examples to $\beta = 10k^2$ and the ghost penalty scaling to $\gamma = 0.01$ if not mentioned otherwise. For the solution of linear systems arising in the numerical examples, we used sparse direct solvers.

6.1. Example 1: two dimensions

As a first example we consider a ring shaped geometry $\Omega = \{ x \in \mathbb{R}^2 : 1/4 < \sqrt{x_1^2 + x_2^2} < 3/4 \}$. We take the exact solution to be the harmonic function $u = \exp(x_1) \sin(x_2)$ and set $g = u$. Note that as a result, the boundary data is exact on the approximated boundary, consequently, no higher-order geometry approximation is necessary.

From the methods analysed above, we consider the unfitted Trefftz method using both global ghost penalties, i.e., $\mathcal{F}_h^{GP} = \mathcal{F}_h^{GP^*}$, and patch-wise ghost penalties, i.e., $\mathcal{F}_h^{GP} = \mathcal{F}_h^{GP-min}$ and element aggregation. The results using patch-wise ghost-penalty are indicated with a subscript "ag", the results using element aggregation using the subscript "emb". We also consider the embedded Trefftz method and the unfitted DG, both using global ghost-penalty stabilisation. “ag” and the embedded version of the Trefftz method is indicated with a subscript "emb". The background domain is given by $\hat{\Omega} = (-1,1)^2$, the simplicial mesh is constructed by setting the mesh size $h = 0.5^i$ for $i = 1, \ldots, 7$, and we consider the orders $k = 2, 3, 4, 5$. We present the resulting $L^2$-errors for the four methods in Figure 5.

In Figure 5, we see that all methods asymptotically converge with the optimal rate of $k + 1$ in the $L^2$-norm. We note that the DG methods appear to have a better error constant than the Trefftz methods. Furthermore, we see that the results between the patch-wise ghost penalties, global ghost penalty stabilisation choices are nearly indistinguishable. However, the element aggregation choice results in larger errors for both the Trefftz and full polynomial basis choice, and we observe pre-asymptotic behaviour for higher-order elements. This is unsurprising, since element aggregation significantly reduces the number of elements in the case of very coarse meshes. Finally, the embedded Trefftz realisation of the Trefftz method lead to almost identical results. Consequently, they have been left out of the plot but are available in our archive [24]. Regarding the performance of the different methods, the TDG method is indeed faster than the DG method, as expected, mainly due to the faster times to solve the resulting linear system. Furthermore, the exact compute times are given in Table B.1 in Appendix B. The performance advantage of the embedded Trefftz method over the DG method is similar. For a detailed comparison between the Trefftz and embedded Trefftz methods, we refer to [37].

6.2. Example 2: three dimensions

As a second example, we consider a three dimensional problem. The level set geometry is a flower-like shape taken from [21], and given by

$$\Omega = \{ x \in \mathbb{R}^3 : \sqrt{x_1^2 + x_2^2 + x_3^2} - 0.5 + 1/7 \cos(5 \arctan_2(x_2, x_1)) \cos(\pi x_3) < 0 \}.$$ 

We take the exact solution to be the harmonic function $u_{xx} = \exp(\sqrt{2} x_1) \sin(x_2) \cos(x_3)$ and the boundary data is given by the exact solution. We apply the exact solution as the boundary data, and consequently the geometry error does not play a role here.

The background domain is $\Omega = (-1,1)^3$. The domain is meshed using structured tetrahedral elements with an initial mesh size of $h = 0.5$, and we consider the polynomial order $k = 2, 3, 4$. Furthermore, we only use the standard global ghost-penalty operator, as there was no visible difference between the two ghost penalty choices in the previous example.
6.3. Example 3: inhomogeneous problem and higher-order geometry approximation

For our final example, we consider the same background domain and level set as in Example 1. With $r = \sqrt{x_1^2 + x_2^2}$, we choose the exact solution $u_{\text{ex}} = 20(1/4 - r)(r - 3/4)$, which is zero on $\Gamma$. The right-hand side is taken as $f = -\Delta u_{\text{ex}}$.

As we can now apply the zero Dirichlet boundary condition on the discrete interface, the geometry approximation error is present in this example. To observe higher-order convergence, we, therefore, apply the strategy of isoparametric unfitted finite elements [32, 33, 36]. Here, a cheaply computable and small (magnitude $\lesssim h^2$) mesh deformation $\Theta_h$ is applied on the background mesh in a way such that a piecewise linear geometry approximation $\Omega^{\text{lin}}$ is mapped close to the exact geometry (in a higher order way), $\Omega_h = \Theta_h(\Omega^{\text{lin}}) \approx \Omega$. Thereby, the problem of numerical integration can be reformulated as the much simpler problem of numerical integration on a piecewise linear geometry. This enables robust higher-order convergence of the quadrature problem. At a first glance, changing the mesh may seem to contradict the unfitted finite element paradigm. However, we recall that the difficulty that is to be circumvented in unfitted finite element methods is the initial meshing problem (or the
remeshing for moving domain problems) which is a non-local problem determining the mesh topology. In the isoparametric unfitted finite element approach, however, the necessary mesh alteration, the mesh deformation, is only local and does not change the mesh topology, i.e. the advantages of unfitted finite elements in terms of the meshing problem are not touched. We refer to [32] for further details. In contrast to previous works with the isoparametric unfitted finite element methods, we exploit the flexibility of discontinuous Galerkin methods\textsuperscript{5} and keep the coordinate system on the curved elements in world coordinates, see Figure 7.

We have seen in the previous two examples that the Trefftz and embedded Trefftz methods give indistinguishable results. While the standard Trefftz method does not yield optimal approximation rates when applied to the inhomogeneous problem directly, the embedded Trefftz method immediately provides a particular solution to homogenise the problem with, as described in Section 5.1. Therefore we only show results for the embedded Trefftz method here. We again only use the global ghost-penalty choice.

The results can be seen in Figure 8. Here we observe some pre-asymptotic behaviour on the three coarsest meshes. We attribute this to the fact that the width of the ring-shaped domain is of the same order of magnitude as the coarsest mesh size. As a result, the geometry and mesh deformation cannot be approximated properly on the coarser meshes. In particular, this becomes worse with increasing order of the deformation. However, we see optimal-order convergence for all orders and both methods once the mesh is sufficiently fine. We also see the slightly superior error constant for the DG method in the higher-order cases.

\textsuperscript{5}In previous works the finite elements have been mapped according to the mesh deformation $\Theta_h$ to obtain $(H^1)$-conforming finite elements with, however, mapped polynomials $\bar{p} = p \circ \Theta_h^{-1}$ where $p$ is a polynomial. As $(H^1)$-conformity is not needed with discontinuous Galerkin methods we don’t need to apply a pull back to the reference geometry here.
Figure 7. Left: straight triangle and straight cut configuration, Right: curved element with higher order geometry approximation and coordinate system with respect to world coordinates.

Figure 8. Example 3: $L^2$-error convergence for the unfitted embedded Trefftz and DG methods over a series of meshes with different polynomial orders. The boundary is approximated to higher-order using a deformed mesh.

6.4. Example 4: species dissolution from a circle subject to a convection-diffusion equation

This manuscript focuses on the Laplace equation as a model PDE to introduce concepts for stable, reliable and arbitrarily high-order accurate unfitted (Trefftz) DG methods and their analysis. In this last example, we demonstrate – without error analysis – that the same concepts can be applied to more general applications. Here, we consider a convection-dominated convection-diffusion equation on a square background domain $\tilde{\Omega} = (-1,1)^2$ with a circular obstacle $\Omega^{cir} = B_R((0,0))$ of radius $R = 1/4$, i.e., $\Omega = \tilde{\Omega} \setminus \Omega^{cir}$. A divergence-free flow field that is tangential on the obstacle and essentially describes the advective transport from the left boundary ($x = -1$) to the right boundary ($x = 1$) is given by $\mathbf{w} = (1 + R^2(y^2 - x^2)/r^4, -2R^2xy/r^4)^T$ and we set $c_w = 2 \approx \|\mathbf{w}\|_\infty$. 

as a constant for the velocity magnitude. The convection-diffusion equation reads: Find \( u : \Omega \to \mathbb{R} \) such that
\[
- \alpha \Delta u + \mathbf{w} \cdot \nabla u = 0 \quad \text{in } \Omega,
\]
(6.1a)
\[
u = 0 \quad \text{on } \Gamma_l = \partial \Omega \cap \{x = -1\},
\]
(6.1b)
\[
\alpha \nabla u \cdot n = 0 \quad \text{on } \partial \Omega \setminus \Gamma_l,
\]
(6.1c)
\[
u = 1 \quad \text{on } \partial \Omega^\text{cir}.
\]
(6.1d)

We define \( \Gamma := \Gamma_l \cup \partial \Omega^\text{cir} \) as the part of the boundary \( \partial \Omega \) where Dirichlet boundary conditions are prescribed (so that the notation for the Nitsche formulation in \( (\mathcal{A}_h) \) fits this setting). We consider \( \alpha = 10^{-3} \), i.e. a strongly convection-dominated configuration with Peclet number \( \text{Pe} = \frac{\gamma \Delta}{\alpha} = 1000 \). This problem is challenging for standard \( H^1 \)-conforming Galerkin discretisations due to a strong (parabolic) boundary layer that forms near the obstacle, and proper convection stabilisation becomes necessary if the boundary layer is not resolved, cf., e.g., [34]. In the context of unfitted DG methods considered here, we can use a comparably simple upwind discretisation for the convection discretisation.

The discrete DG problem reads: Find \( u_h \in \mathbb{P}^k(\mathcal{T}_h) \) such that
\[
\alpha A_h(u_h, v_h) + W_h(u_h, v_h) + S_h(u_h, v_h) = L_h(f, g; v_h) \quad \forall v_h \in \mathbb{P}^k(\mathcal{T}_h),
\]
(CD-DG)

where \( W_h(u, v) \) is the upwind DG bilinear form:
\[
W_h(u, v) := \sum_{T \in \mathcal{T}_h} (-u, \mathbf{w} \cdot \nabla v)_{T \cap \Omega} + (\tilde{w}_n u, v)_{\partial(T \cap \Omega)}
\]
with the upwind numerical flux \( \tilde{w}_n u = \mathbf{w} \cdot \mathbf{n}_T \lim_{t \to 0-} u(x - t \mathbf{w}) \) on interior facets and outflow boundary facets and \( \tilde{w}_n u = 0 \) on all inflow boundaries, i.e. boundaries with \( \mathbf{w} \cdot \mathbf{n}_T < 0 \).

For simplicity, we only consider the global ghost penalty stabilisation and adjust the ghost penalty scaling to consider the contribution from the convection and choose \( \gamma = \gamma_0(\alpha + hc_w) \) with \( \gamma_0 = 0.001 \).

To define a proper Trefftz method, we can no longer use harmonic polynomials but have to use a more generic construction of Trefftz basis functions that are at least \( \alpha = 1 \) for the Trefftz DG method. The discrete Trefftz DG problem then reads: Find \( u_h \in \mathbb{T}^k(\mathcal{T}_h) \) such that
\[
\alpha A_h(u_h, v_h) + W_h(u_h, v_h) + S_h(u_h, v_h) = L_h(f, g; v_h) \quad \forall v_h \in \mathbb{T}^k(\mathcal{T}_h).
\]
(CD-TDG)

Figure 9 shows the results for the unfitted DG and the unfitted Trefftz DG method of three increasingly finer meshes (with \( k = 4 \)) where the meshes are curvilinear to obtain higher order geometry approximation (as in Section 6.3). We observe that strong oscillations are avoided by the upwind (and the ghost penalty) stabilisation for both discretisations. Both schemes can capture the characteristics of the problem even in these under-resolved situations with mesh Peclet numbers \( \text{Pe}_{h,k} = \frac{\gamma \Delta}{\alpha} \frac{k}{h} \in \{50, 25, 12.5\} \). Corresponding to the characterisation of the weak Trefftz DG basis functions, we observe a slightly different pattern in the small oscillations around 0 for the Trefftz DG than for the DG method. While the high oscillations for the DG method do not show an explicit direction, the small oscillations of the Trefftz DG solution align with the flow field. However, the magnitude of the oscillations for both methods are similar and decay under refinement, as one would expect.

We have presented these results – without going further into the details – to illustrate that the methodology presented in this manuscript has considerable potential for a broader class of unfitted PDE discretisations beyond the Laplace equation.
Appendix A.

A.1. Proof of Lemma 4.3

Proof. We apply a change of coordinates, the corresponding mapping is denoted by $\Phi_T$. We recall that we assumed $\Gamma \in C^2$. Let $x_T$ be a point in $T^\Gamma = T \cap \Gamma$ and $P_T$ be the tangential plane to $x_T$. First, we apply a translation with $-x_T$ and scaling with $h_T$ to shrink $T$ to a domain of size $O(1)$. Second, we apply a rotation, denoted by the orthogonal matrix $Q_T$, so that the tangential plane after transformation, i.e. $\Phi_T(\mathcal{P}_T)$, aligns with the $x_1$-$x_2$ plane (or $x_1$ axis in 2D). We then have $\xi = \Phi_T(x) = h_T^{-1}Q_T(x-x_T)$ and denote $\mathcal{T}^* = \{\Phi_T(x) \mid x \in T\}$.

For sufficiently fine mesh sizes the unit outer normal of $\mathcal{T}^\Gamma = \Phi_T(T^\Gamma)$ is close to $e_d$, the $d$th unit vector, especially there holds $(n, e_d) \geq 1 - c_\kappa h \geq C \in (0, 1)$ where $c_\kappa$ only depends on the maximum curvature of $T^\Gamma$ which is uniformly bounded. Furthermore we have that either $T \cap \Omega$ or $T \setminus \Omega$ is shape regular (and hence allows for the application of Lem. 4.1). We denote this part as $T^*$ and $\mathcal{T}^* = \Phi_T(T^*)$. Hence, we have for each $\hat{v} \in H^1(\mathcal{T})$ that there holds

$$\int_{\mathcal{T}} 2\hat{v} \nabla \hat{v} \cdot e_d dx \leq \int_{\partial \mathcal{T}} \nabla \hat{v} \cdot (n, e_d) ds \geq (1 - c_\kappa h)\|\hat{v}\|_{\mathcal{T}}^2 - \|\hat{v}\|_{\partial \mathcal{T}}^2$$

$$\implies \|\hat{v}\|_{\mathcal{T}}^2 \lesssim \|\hat{v}\|_{\partial \mathcal{T}}^2 + \int_{T^*} |\hat{v}| \|\nabla \hat{v}\|_{\mathcal{T}}^2 dx \lesssim \|\hat{v}\|_{\mathcal{T}}^2 + |\hat{v}|_{H^1(\mathcal{T})}^2$$

where in the last step we made use of Lemma 4.1 and a Cauchy-Schwarz inequality. Applying a change of variables from $\hat{T} = \Phi_T(T)$ to $T$ yields

$$\|v\|_{\mathcal{T}}^2 \lesssim h_T^{-1}\|v\|_{\mathcal{T}}^2 + h_T\|v\|_{H^1(\mathcal{T})}^2.$$
A.2. Proof of estimates (4.24)

Proof of (4.24a). See also [36, Appendix A.4]. For ease of notation let \( \tilde{u} = u \circ \Phi_h \) and \( \tilde{w}_h = w_h \circ \Phi_h^{-1} \). We deal with the individual contribution in (4.24a) individually and begin with the volume terms. First we see using the chain-rule

\[
\int_{\Omega} \nabla u \cdot \nabla \tilde{w}_h \, dx = \int_{\Omega_h} \det(D\Phi_h) D\Phi_h^{-T} \nabla \tilde{u} D\Phi_h^{-T} \nabla w_h \, dx
\]

This then gives with \( J = \det(D\Phi_h) \)

\[
\int_{\Omega_h} \nabla \tilde{u} \cdot \nabla w_h \, dx - \int_{\Omega} \nabla u \cdot \nabla \tilde{w}_h \, dx = \int_{\Omega_h} (\nabla \tilde{u} - JD\Phi_h^{-T} \nabla \tilde{u} D\Phi_h^{-T}) \cdot \nabla w_h \, dx
\]

\[
= \int_{\Omega_h} \left( (1 - J) + J(I - D\Phi_h^{-T}) \right) \nabla \tilde{u} + J D\Phi_h^{-T} \nabla \tilde{u} (I - D\Phi_h^{-T}) \cdot \nabla w_h \, dx
\]

\[
\lesssim \left( \|1 - J\|_{\infty, \Omega_h} \|\nabla \tilde{u}\|_{\Omega_h} + \|I - D\Phi_h^{-T}\|_{\infty, \Omega_h} \|\nabla \tilde{u}\|_{\Omega_h} + \|\nabla \tilde{u}\|_{\Omega_h} \|I - D\Phi_h^{-T}\|_{\infty, \Omega_h} \right) \|\nabla w_h\|_{\Omega_h}
\]

\[
\lesssim h^q \|\nabla u\|_\Omega \|\nabla w_h\|_{\Omega_h}. \tag{A.1}
\]

The final bound follows from (4.18) and the norm equivalence \( \|\tilde{u}\|_{\Omega_h} \cong \|u\|_{\Omega} \) which can be proven along the same lines of argument.

For the symmetric interior penalty consistency term, let us consider single facet \( F \in \mathcal{F}_h \). For simplicity, we identify \( F \) with \( F \cap \Omega \). Furthermore, we denote \( \tilde{F} = \Phi_h(F) \), \( \mathbf{n}_F \) as the unit normal vector on \( F \) and \( \tilde{\mathbf{n}}_F \) as the unit normal vector on \( \tilde{F} \). From [36], we then have

\[
\int_F \|\tilde{\mathbf{n}}_F \cdot \nabla u\| \|\tilde{w}_h\| \, ds = \int_F D\Phi_h^{-T} \|\nabla \tilde{u}\| D\Phi_h^{-T} \mathbf{n}_F \|w_h\| \, ds.
\]
It follows as above that
\[ \int_F \left\{ \mathbf{n}_F \cdot \nabla \tilde{u} \right\} w_h \, ds - \int_F \left\{ \mathbf{n}_F \cdot \nabla \hat{u} \right\} w_h \, ds = \int_F \left( \det(D\Phi_h)D\Phi_h^{-T} \left\{ \nabla \tilde{u} \right\} D\Phi_h^{-T} - \left\{ \nabla \hat{u} \right\} \right) \mathbf{n}_F \| w_h \| \, ds \]
\[ = \int_F \left( C_1 \left\{ \nabla \hat{u} \right\} + C_2 \left\{ \nabla \hat{u} \right\} C_3 \right) \mathbf{n}_F \| w_h \| \, ds \]
\[ \lesssim \left\| C_1 \right\|_{\infty, \Omega} + \left\| C_2 \right\|_{\infty, \Gamma_h} \left\| C_3 \right\|_{\infty, \Omega} \left\| h^{1/2} \left\{ \nabla \hat{u} \right\} \right\| \mathbf{n}_F \| h^{-1/2} \| w_h \| \right\|_{F} \]
\[ \lesssim h^q \| u \|_{H^2(\Omega)} \| w_h \|_{A_h} . \]  

The final estimate again follows from (4.18) and the continuous trace-estimate. Summing up over all facets then leads to the estimate
\[ \left( \left\{ \mathbf{n}_F \cdot \nabla u \right\} \Phi_h(\mathcal{F}_h) \cap \Omega - \left( \left\{ \mathbf{n}_F \cdot \nabla \tilde{u} \right\} \Phi_h(\mathcal{F}_h) \cap \Omega \right) \right) \lesssim h^q \| u \|_{H^2(\Omega)} \| w_h \|_{A_h} . \]

The boundary consistency term estimate
\[ (\mathbf{n}_\Gamma \cdot \nabla u, \tilde{w}_h)_{\Gamma} - (\mathbf{n}_\Gamma \cdot \nabla \hat{u}, w_h)_{\Gamma_h} \lesssim h^q \| u \|_{H^2(\Omega)} \| w_h \|_{A_h} \]
is proven analogously by replacing $F$ with $\Gamma_h$ and $\hat{F}$ with $\Gamma$.

For the symmetry and penalty terms of the symmetric interior penalty method, we observe that $\tilde{u} = u \circ \Phi_h$ is continuous on $\Omega_h$, and these terms vanish. Combining (A.1), (A.2) and (A.3) proves the claim. \hfill \square

**Proof of (4.24b).** See also Lemma 11 from [33]. We have that $u$ is equal to $g$ on $\Gamma = \Phi_h(\Gamma_h)$, and we have assumed that $g$ is extended sufficiently smooth on $\Omega_h$ such that $\| g^e \|_{1,\infty, \Omega_h} \lesssim \| g \|_{1, \infty, \Gamma}$. Therefore,
\[ \| u \circ \Phi_h - g \|_{\Gamma_h} \lesssim \| \Phi_h - \text{id} \|_{\infty, \Gamma_h} \| g^e \|_{1, \infty, \Omega_h} \lesssim h^{q+1} \| g \|_{1, \infty, \Gamma} . \]  

\hfill \square

**Appendix B. Additional details on numerical results**

**Table B.1.** Timing results for the DG and Treffitz DG method in Example 1 using polynomials of order 5 in two dimensions.

<table>
<thead>
<tr>
<th>Method</th>
<th># Dofs</th>
<th># Threads</th>
<th>Time assemble [s]</th>
<th>Time solve [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG</td>
<td>9051</td>
<td>1</td>
<td>0.14274429</td>
<td>0.1125111</td>
</tr>
<tr>
<td>TDG</td>
<td>4741</td>
<td>1</td>
<td>0.09513908</td>
<td>0.0237321</td>
</tr>
<tr>
<td>DG</td>
<td>4741</td>
<td>2</td>
<td>0.07646305</td>
<td>0.0953993</td>
</tr>
<tr>
<td>TDG</td>
<td>4741</td>
<td>2</td>
<td>0.04972788</td>
<td>0.0195056</td>
</tr>
<tr>
<td>DG</td>
<td>4741</td>
<td>4</td>
<td>0.04039365</td>
<td>0.0892400</td>
</tr>
<tr>
<td>TDG</td>
<td>4741</td>
<td>4</td>
<td>0.02657581</td>
<td>0.0207315</td>
</tr>
<tr>
<td>DG</td>
<td>9051</td>
<td>12</td>
<td>0.02244950</td>
<td>0.1019655</td>
</tr>
<tr>
<td>TDG</td>
<td>4741</td>
<td>12</td>
<td>0.00980176</td>
<td>0.0154101</td>
</tr>
</tbody>
</table>
Table B.2. Timing results for the DG and Trefftz DG method in Example 2 using polynomials of order 4 in three dimensions.

<table>
<thead>
<tr>
<th>Method</th>
<th># Dofs</th>
<th># Threads</th>
<th>Time assemble [s]</th>
<th>Time solve [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG</td>
<td>90370</td>
<td>1</td>
<td>8.13353458</td>
<td>12.1607583</td>
</tr>
<tr>
<td>TDG</td>
<td>64550</td>
<td>1</td>
<td>7.09298664</td>
<td>5.0350659</td>
</tr>
<tr>
<td>DG</td>
<td>90370</td>
<td>2</td>
<td>4.12085618</td>
<td>10.6615596</td>
</tr>
<tr>
<td>TDG</td>
<td>64550</td>
<td>2</td>
<td>3.68426016</td>
<td>4.3834508</td>
</tr>
<tr>
<td>DG</td>
<td>90370</td>
<td>4</td>
<td>2.15121641</td>
<td>6.6945196</td>
</tr>
<tr>
<td>TDG</td>
<td>64550</td>
<td>4</td>
<td>1.86337521</td>
<td>2.8831929</td>
</tr>
<tr>
<td>DG</td>
<td>90370</td>
<td>12</td>
<td>0.74529837</td>
<td>4.55504362</td>
</tr>
<tr>
<td>TDG</td>
<td>64550</td>
<td>12</td>
<td>0.66947819</td>
<td>2.81183520</td>
</tr>
</tbody>
</table>
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