A MIXED PARAMETER FORMULATION WITH APPLICATIONS TO LINEAR VISCOELASTIC SLENDER STRUCTURES
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Abstract. We present the analysis of an abstract parameter-dependent mixed variational formulation based on Volterra integrals of second kind. Adapting the classic mixed theory in the Volterra equations setting, we prove the well posedness of the resulting system. Stability and error estimates are derived, where all the estimates are uniform with respect to the perturbation parameter. We provide applications of the developed analysis for a viscoelastic Timoshenko beam and report numerical tests for this problem. We also comment, numerically, the performance of a viscoelastic Reissner–Mindlin plate.
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1. Introduction

Viscoelasticity is a physical property, presented in a wide variety of structures and became important after the popularization of polymers. The study of viscoelastic materials, their damping capacity and behavior in time due to induced stress or temperature changes, is well established and we refer to the studies of Flugge [20], Christensen [15] and Reddy [43] for a rigorous theoretical development.

There are several mathematical models and numerical methods to approximate the solutions of viscoelastic problems. In particular, the finite difference method and the finite element method are the usual numerical tools that mathematicians and engineers implement in order to compute, with high accuracy, the viscoelastic response of some materials. We refer to [3, 12, 29, 49] as papers that analyze these subjects.

An important subject of study in engineering is the one associated to slender structures. These elements are often modeled by systems of partial differential equations where the thickness is considered on the model as a parameter (see, for instance, [10]). This parameter takes importance on the elastic response of the structures. Moreover, from the numerical methods point of view, it is well known that when the thickness of some structure is smaller than the rest of the dimensions, difficulties in the convergence of such methods arise, leading to the so-called locking phenomenon. There is an extensive amount of studies where this numerical phenomenon has been studied in order to provide robust numerical methods that approximate the corresponding solutions independently of the parameters that may lead to locking, such as those in [4, 7, 9, 13, 21, 26, 31, 32] where reduced integration and mixed formulations have been considered. Also, locking free numerical methods have emerged
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for vibration, buckling, and spectral problems as [33, 35, 36], showing accurate results when the eigenvalues and eigenfunctions are approximated.

This drawback that arises in elliptic models with no memory terms, can be also found in the context of Volterra systems such as viscoelastic structures, as is presented, for instance, in [27, 28]. The aforementioned references leads to the natural question that if is possible to consider mixed formulations for viscoelastic materials, knowing that in the elastic setting the locking phenomenon is avoided. In particular, we focus our interest in slender and moderate thin structures where the thickness plays an important role in the robustness of the proposed numerical methods. The resulting parameter dependent problem needs to be analyzed rigorously in order to prove that the proposed numerical method is stable with respect to the thickness. Let us mention that, our numerical methods. The resulting parameter dependent problem needs to be analyzed rigorously in order to prove that the proposed numerical method is stable with respect to the thickness. Let us mention that, our contribution is focused on the study of conforming methods and thin structures as a key stone for other type of memory problems involving fluids, coupled problems, etc.

One of the most commonly used mathematical tools to address parameter-dependent problems are mixed formulations with a perturbation parameter. If \( \lambda \) is this parameter, a mixed formulation associated to it read as: Find \( (u, p) \in V \times Q \) such that

\[
\begin{align*}
& a(u, v) + b(v, p) = \langle f, v \rangle_V, \\
& b(u, q) - \lambda(p, q)_Q = \langle g, q \rangle_Q,
\end{align*}
\]

where \( a : V \times V \to \mathbb{R}, b : V \times Q \to \mathbb{R} \) are two bilinear forms, \( \langle \cdot, \cdot \rangle_V \) and \( \langle \cdot, \cdot \rangle_Q \) the duality pairing between the spaces \( V \) and \( V' \) and \( Q \) and \( Q' \), respectively, and \( \langle \cdot, \cdot \rangle_Q \) is the corresponding inner product in \( Q \). The theory behind this formulation is rich and extensive for Hilbert spaces, and we refer to [8] as a classic reference about this subject. On the other hand there is the theory of Volterra integrals, which has allowed the study of evolutionary problems where a memory term is presented, widely used in viscoelasticity models obtained by means of the Boltzmann superposition principle. In this work we consider both theories in order to study the following mixed formulation with Volterra integral equations:

**Problem 1.1.** Given \( 1 \leq \ell \leq \infty, f \in L^\ell(J; V') \) and \( g \in L^\ell(J; Q') \), find \( (u, p) \in L^\ell(J; V \times Q) \) such that

\[
\begin{align*}
& a(u(t), v) + b(v, p(t)) = \langle f(t), v \rangle_V + \int_0^t \left[ \tilde{a}(t, s; (u(s), v)) + \tilde{b}(t, s; (v, p(s))) \right] ds, \\
& b(u(t), q) - \lambda(p(t), q)_Q = \langle g(t), q \rangle_Q,
\end{align*}
\]

for all \((v, q) \in V \times Q\).

For this model, \( V \) and \( Q \) represent suitable spaces satisfying some prescribed boundary conditions, \( J := [0, T], T \in (0, \infty), \) represents a period of observation. The new *time-dependent* forms (bilinear forms in space) \( \tilde{a} : T \times V \times V \) and \( \tilde{b} : T \times V \times Q \), with \( T := \{(s, t) \in J \times J \mid 0 \leq s \leq t \} \), take the role of memory term contributions. The specific form of these bilinear forms is directly related to the Volterra kernel, and may acquire a nonlinear nature in some cases. However, our work is based on the application of this model to linear viscoelasticity, so there will be a similarity between them and the bilinear forms \( a(\cdot, \cdot) \) and \( b(\cdot, \cdot) \) (see for example [46] for a primal formulation and Sect. 2 below). For simplicity, we will only write the time dependence on the unknowns when it is strictly necessary.

In this formulation, the typical features of both theories such as ellipticity of \( a(\cdot, \cdot) \) in the kernel of \( b(\cdot, \cdot) \), an inf-sup condition of \( b(\cdot, \cdot) \), \( L^1 \) continuity of the Volterra kernel, or long term behavior, can be considered. Our work will focus on characterizing estimates of this model in order to be applied in viscoelastic slender structures, considering a short-term behavior, and standard hypotheses of elastic problems.

The paper also propose an abstract framework to analyze a mixed formulation of a viscoelastic model, which is capable to guarantee the stability for the viscoelastic system, as in the classic elasticity approach, but with the addition of \( \ell \)-regularity in time. Let us remark that the proposed study is also directed for the analysis of numerical methods, more precisely, conforming finite element methods to approximate the solution of viscoelastic systems in mixed form. The consideration of non-conforming schemes will be considered in future studies. To
make matters precise, our model can be considered as an extension to viscoelasticity of the well-known regular
and penalty type cases in elasticity (see [4, 27, 28] for instance). Moreover, the numerical experiments in this
work show that the spatial convergence is not affected by a particular choice of $\ell$. Note that since our abstract
framework is quasi-static, the initial conditions are not needed.

It is well known that mixed formulations avoid the locking phenomenon that arises due some parameter (or
parameters) present in the models [8]. This is the case of viscoelastic slender structures. For instance, in the work
of [44], a weak symmetry formulation is considered that leads to a mixed formulation in linear viscoelasticity
for solids, that is capable of avoid locking. The authors use constitutive equations in differential operator form,
where the models are associated with Maxwell and Kelvin–Voigt materials. Recently, a new approach to deal
with the numerical locking-free approximation of thin viscoelastic shells has been introduced in [28], where
the authors had obtained a new viscoelastic shell formulation, based in the mixed formulation of pure elastic
shell in [10]. Another approach for non-uniform viscoelastic Timoshenko beams presented in [27]. Here, the
authors explore the analysis on a geometrically non-uniform linear viscoelastic Timoshenko beam by means of
a penalized mixed formulation. The error estimates are obtained for $\ell = 1$. There is also the corresponding
principle, that allows to translate the viscoelastic problem into an equivalent elastic one, for which locking-free
numerical methods can be applied. Although this approach is useful to compute exact solutions, it has several
drawbacks since it depends on the time invariance of the boundary conditions and the nature of the relaxation
modulus [40].

Also, our formulation is different from those proposed in other works (for example [18, 30, 48]) that consider
mixed formulations with memory, and can be considered as an extension of [27]. This is because the presence of
the perturbation parameter, whose presence changes the rules of the game. Here, one of the main difficulties will
be to obtain a well-posed problem, such that the estimates do not deteriorate as the perturbation parameter
becomes small. The aforementioned problem in viscoelasticity is expectable, and hence, numerical methods can
be affected by the locking phenomenon as well. This will be the major contribution of this study, whose versatility
can be extended to the study of systems with dissipative or inertia terms, depending on the phenomenon under
study.

The paper is organized as follows: In Section 2 we introduce an abstract setting in which we will operate
through our paper. We also provide stability bounds, independent of the perturbation parameter. In Section 3 we
present the analysis of a semi-discrete scheme of the continuous problem that takes into account several common
discrete spatial assumptions such as conforming finite element spaces or semi-discrete inf-sup conditions. In
Section 4 we apply our developed abstract framework to a Timoshenko beam, which fits in the theoretical
framework that we develop. More precisely, this model presents a parameter associated to the thickness that, as
is well established, produces locking for standard numerical schemes. Under the assumption of suitable spatial
regularity, we derive error estimates for a standard family of finite elements, where the involved constants
are uniform on the thickness. We also go beyond to the developed theory and consider the Reissner–Mindlin
plate. This model, in contrast with the Timoshenko beam model, has a different perturbation nature and
does not fit in the proposed framework, more precisely, is a singular perturbation problem. Despite of this
theoretical fact, we implement the classic Durán–Liberman elements to discretize the plate model in order to
observe the good performance and accuracy of the proposed mixed finite element methods for the viscoelastic
plate model.

2. The abstract setting

Let us fix some notations. Through all our manuscript the relation $a \lesssim b$ indicates $a \leq C b$, where $C$ is a
positive constant independent of $a$ and $b$. We denote by $V$ and $Q$ two Hilbert spaces endowed with the norms
$\| \cdot \|_V$ and $\| \cdot \|_Q$, respectively. We denote by $\mathcal{L}(V; Q)$ the space of continuous linear mappings from $V$ to $Q$.
Also, we denote by $V'$ and $Q'$ their corresponding dual spaces endowed with norms $\| \cdot \|_{V'}$ and $\| \cdot \|_{Q'}$. For every
Banach space $B$ and every time interval $[0, t]$, we denote by $L^\ell(0, t; B)$ the space of maps $w : [0, t] \to B$ with
norm, for $1 \leq \ell < \infty$,
\[
\|w\|_{L^\ell(0,T;B)} := \left(\int_0^T \|w\|_B^\ell \right)^{1/\ell},
\]
with the obvious modification for $\ell = \infty$.

The integral equations are formulated in such a way that the spatial components are analyzed using results of mixed formulations. Here, and in the forthcoming sections, we will omit the time dependence of the solutions and test functions outside the time integral unless necessary in the arguments.

We recall that $\lambda$ is a small parameter such that $0 < \lambda \leq \lambda_{\text{max}} < \infty$. It is important to remark that in real applications this parameter is allowed to be significantly small.

Now we will introduce a series of hypotheses that are required to prove our results. Some of the results are classic in the mixed formulations literature [8].

**Assumption 2.1.** Let us denote by $A : \mathcal{V} \rightarrow \mathcal{V}'$ and $B : \mathcal{V} \rightarrow \mathcal{Q}'$ the corresponding induced linear operators from the bilinear forms $a(\cdot, \cdot)$ and $b(\cdot, \cdot)$, respectively, and $B^*$ the adjoint operator of $B$. In the forthcoming analysis we denote the linear operators induced by $\tilde{a}(\cdot, \cdot; \cdot)$ and $b(\cdot, \cdot; \cdot)$ as $\tilde{A}$ and $\tilde{B}$, respectively. Moreover, given $\ell \in [1,\infty]$, we assume that:

(i) The bilinear form $a(\cdot, \cdot)$ is continuous, symmetric, positive semi-definite on $\mathcal{V} \times \mathcal{V}$, whereas $b(\cdot, \cdot)$ is a continuous bilinear form on $\mathcal{V} \times \mathcal{Q}$. Hence, it follows that
\[
\begin{align*}
[a(v, w)] & \leq \|A\|_{L(\mathcal{V}; \mathcal{V}')\|v\|_\mathcal{V}\|w\|_\mathcal{V} \equiv C\|v\|_\mathcal{V}\|w\|_\mathcal{V}, \\
b(v, q) & \leq \|B\|_{L(\mathcal{V}; \mathcal{Q}')\|v\|_\mathcal{V}\|q\|_\mathcal{Q} \equiv C\|v\|_\mathcal{V}\|q\|_\mathcal{Q},
\end{align*}
\]
for all $w, v \in \mathcal{V}$. Also, we have that
\[
\begin{align*}
\langle Aw, v \rangle_\mathcal{V} = \langle w, A v \rangle_\mathcal{V} = a(w, v) & \quad \forall w, v \in \mathcal{V}, \\
\langle Bv, q \rangle_\mathcal{Q} = \langle v, B^*q \rangle_\mathcal{V} = b(v, q) & \quad \forall v \in \mathcal{V}, \ \forall q \in \mathcal{Q}.
\end{align*}
\]
For the operator $B$, we set $K := \ker B \subset \mathcal{V}$.

(ii) The operators $\tilde{A}(t, s)$, $\tilde{B}(t, s)$ and $B^*(t, s)$ are similar to $A$, $\tilde{B}$ and $B^*$, respectively, in the sense that there exist $\phi_a, \phi_b \in L^1([T; [0, \infty))$, such that (see for example [46], Sect. 1)
\[
\tilde{A}(t, s) := \phi_a(t - s)A, \quad \tilde{B}(t, s) := \phi_b(t - s)B, \quad B^*(t, s) := \phi_b(t - s)B^*.
\]
Moreover, it follows that
\[
\begin{align*}
|\tilde{a}(t, s, (w, v))| & \lesssim \phi_a(t - s) \|w\|_\mathcal{V}\|v\|_\mathcal{V}, \\
|\tilde{b}(t, s, (v, q))| & \lesssim \phi_b(t - s) \|v\|_\mathcal{V}\|q\|_\mathcal{Q},
\end{align*}
\]
a.e. in $\mathcal{T}$, for all $w, v \in \mathcal{V}$ and for all $q \in \mathcal{Q}$.

(iii) We consider that $f \in L^1(\mathcal{T}; \mathcal{V})$ and $g \in L^1(\mathcal{T}; \mathcal{Q})$ are continuous in the sense that
\[
\begin{align*}
|\langle f, v \rangle_\mathcal{V}| & \leq \|f\|_\mathcal{V}\|v\|_\mathcal{V} & \forall v \in \mathcal{V}, \\
|\langle g, q \rangle_\mathcal{Q}| & \leq \|g\|_\mathcal{Q}\|q\|_\mathcal{Q} & \forall q \in \mathcal{Q},
\end{align*}
\]
a.e. in $\mathcal{T}$, for all $v \in \mathcal{V}$ and for all $q \in \mathcal{Q}$.

The system of operator equations associated to Problem 1.1 is the following:

**Problem 2.2.** Given $f \in L^1(\mathcal{T}; \mathcal{V})$ and $g \in L^1(\mathcal{T}; \mathcal{Q})$, find $(u, p) \in L^1(\mathcal{T}; \mathcal{V} \times \mathcal{Q})$ such that
\[
\begin{align*}
Au(t) + B^*(t)p(t) &= f(t) + \int_0^t \left[\tilde{A}(t, s)u(s) + \tilde{B}(t, s)p(s)\right] ds, \\
Bu(t) - \lambda R_Q p(t) &= g(t),
\end{align*}
\]
where $R_Q : \mathcal{Q} \rightarrow \mathcal{Q}'$ is the Riesz operator.
In order to derive the main result of the present section, we recall some properties on Volterra equations which are necessary to obtain the stability of the solutions of Problem 1.1 (see [22,23] for instance).

**Definition 2.3** (Laplace-type convolution). Let $m$ and $n$ be two integrable functions over $\mathcal{J}$. We denote the Laplace-type convolution between $m$ and $n$ by

$$(m * n)(t) := \int_{0}^{t} m(t - \tau)n(\tau) \, d\tau.$$ 

Let us remark that the convolutions presented in this study are based on the Boltzmann superposition principle, which obeys the principle of Causality in the sense that the viscoelastic response at any point in time depends on the action at the instant, as well as on the complete history of its actions. For states prior to $t = 0$ it is assumed that there are no actions associated with the material response, whereas the assumption of a non-aging material guarantees that the material is homogeneous with respect to time. Thus the support of the integral is $(0, t)$. For more details we refer to Chapter 1 of [22] and Chapter 2 of [24].

In the following we provide a lemma that will be widely used through our work since it will allow us to establish estimates between $L^1$ and $L^\ell$ functions, for $\ell \in [1, \infty]$. The proof can be found in [46].

**Lemma 2.4.** Let $m \in L^1(\mathcal{J})$ and $n \in L^\ell(\mathcal{J})$ for some $\ell \in [1, \infty]$. Then, the convolution $m * n$ belongs to $L^\ell(\mathcal{J})$ and the estimate

$$\|m * n\|_{L^\ell(0,t)} \leq \|m\|_{L^1(0,t)} \|n\|_{L^\ell(0,t)},$$

holds, for all $t \in \mathcal{J}$. If $\ell = \infty$, then $m * n$ is a bounded uniformly continuous function on $\mathcal{J}$.

In the study of the integral equations throughout this paper, the application of the following Gronwall’s inequality will play an important role.

**Lemma 2.5** (Gronwall’s inequality). Suppose that the functions $K(t) \geq 0$ and $F(t)$ are absolutely integrable, and the integrable function $v(t) \geq 0$ satisfies the following inequality

$$v(t) \leq F(t) + \int_{0}^{t} K(s)v(s) \, ds.$$ 

Then, it follows

$$v(t) \leq F(t) + \int_{0}^{t} K(\tau)F(\tau) \exp\left(\int_{\tau}^{t} K(s) \, ds\right) \, d\tau.$$ 

From [22] we have the following definition which characterizes viscoelastic solids (see also [46], Def. 6).

**Definition 2.6** (Viscoelastic solid). We say that a function $\phi \in L^1(\mathcal{J}; [0, \infty))$ characterize a viscoelastic solid if

$$0 \leq \left(1 - \int_{0}^{t} \phi(\tau) \, d\tau\right)^{-1} < +\infty.$$ 

Observe that, since $\phi$ is non-negative a.e. in $\mathcal{J}$, we also have $\|\phi\|_{L^1(0,t)} \leq 1$.

Let us define the semi-norm $|v|_a^2 := a(v, v)$, which implies that

$$|v|_a^2 \lesssim \|v\|_a^2,$$  \hspace{1cm} (2.1)

due to the continuity of $a(\cdot, \cdot)$. Also, from Lemma 4.2.1 of [8] we have

$$a(u, v) \lesssim |u|_a |v|_a, \quad \|\Delta u\|_V^2 \lesssim |u|_a^2.$$  \hspace{1cm} (2.2)

We are now in position to prove the main result of this section.
**Theorem 2.7.** Assume that \( B \) is surjective and that Assumption 2.1 holds. Also assume \( a(\cdot, \cdot) \) is strongly coercive in \( K \), i.e., there exists \( \alpha_0 \) such that
\[
a(v_0, v_0) \geq \alpha_0 \|v_0\|^2 \quad \forall v_0 \in K.
\]
If \( \phi_a \) and \( \phi_b \) characterize a viscoelastic solid, then, for every \( f \in L^1(J; \mathcal{V}') \) and for every \( g \in L^1(J; \mathcal{Q}') \), there exists a unique solution of Problem 1.1. Moreover, it follows that
\[
\|u\|_{L^1(0,t; \mathcal{V})} + \|p\|_{L^1(0,t; \mathcal{Q})} \lesssim (1 + \lambda)\|f\|_{L^1(0,t; \mathcal{V}')} + \frac{2 + \lambda}{1 + \lambda}\|g\|_{L^1(0,t; \mathcal{Q}')},
\]
where the hidden constant is independent of \( \lambda \).

**Proof.** We divide the proof in two cases, and then sum the estimates by linearity. The first case corresponds where the hidden constant is independent of \( \lambda_0 \).

Assume that \( u \) exists a unique solution of Problem 1.1. Moreover, it follows that
\[
\|\tilde{u}\|_{L^1(0,t; \mathcal{V})} + \|\tilde{p}\|_{L^1(0,t; \mathcal{Q})} \lesssim (1 + \lambda)\|f\|_{L^1(0,t; \mathcal{V}')} + \frac{2 + \lambda}{1 + \lambda}\|g\|_{L^1(0,t; \mathcal{Q}')},
\]
where the hidden constant is independent of \( \lambda \).

Now we estimate \( u \). We set \( \tilde{u} := \text{L}_B\lambda \mathcal{R}_{\mathcal{Q}} p \), where \( \text{L}_B \) is a lifting operator. The existence of this operator is guaranteed by Theorem 4.1.5 and Corollary 4.1.1 of [8]. Hence, we have that \( Bu = B\tilde{u} = \lambda \mathcal{R}_{\mathcal{Q}} p \). Defining \( u_0 := u - \tilde{u} \), we have that \( u_0 \in K \). Now we set \( v = \tilde{u}(t) \) in the first equation of (2.3) and since \( p = \mathcal{R}_{\mathcal{Q}}^{-1} \lambda^{-1} Bu \) we have
\[
a(u, \tilde{u}) + b(\tilde{u}, \mathcal{R}_{\mathcal{Q}}^{-1} \lambda^{-1} Bu) = f + \int_0^t \left[ \tilde{a}(t, s; (u(s), \tilde{u}(s))) + \tilde{b}(t, s; (\tilde{u}(s), \mathcal{R}_{\mathcal{Q}}^{-1} \lambda^{-1} Bu(s))) \right] \mathrm{d}s.
\]
Using the fact that \( B\tilde{u} = Bu \), from the equation above and Assumption 2.1-(ii) it follows that
\[
\lambda^{-1}\|Bu\|_{\mathcal{Q}}^2 = \langle f, \tilde{u} \rangle_{\mathcal{V}} - a(u, \tilde{u}) + \int_0^t \left[ \tilde{a}(t, s; (u(s), \tilde{u}(s))) + \phi_a(t - s)\lambda^{-1}\langle Bu(s), \mathcal{R}_{\mathcal{Q}}^{-1} Bu(t) \rangle_{\mathcal{Q}} \right] \mathrm{d}s. \tag{2.5}
\]

Now we estimate \( a(u, \tilde{u}) \). To do this task, first we observe that (2.1), (2.2), and the splitting \( u = \tilde{u} + u_0 \), yields to
\[
-a(u, \tilde{u}) = -a(\tilde{u} + u_0, \tilde{u}) = -a(u_0, \tilde{u}) \lesssim -|\tilde{u}|_a^2 + |\tilde{u}|_a |u_0|_a. \tag{2.6}
\]
On the other hand, testing the first equation in (2.3) with \( v = u_0(t) \) gives
\[
a(u, u_0) = \langle f, u_0 \rangle_{\mathcal{V}} + \int_0^t \tilde{a}(t, s; (u(s), u_0)) \mathrm{d}s,
\]
and then, from (2.1) and (2.2) we have that
\[
|u_0|_a^2 = a(u_0, u_0) = a(u, u_0) - a(\tilde{u}, u_0)
\lesssim \|f\|_{\mathcal{V}}\|u_0\|_{\mathcal{V}} + |\tilde{u}|_a |u_0|_a + (\phi_a * |u_0|)(t) |u_0|_a.
\lesssim \|f\|_{\mathcal{V}} |u_0|_a + |\tilde{u}|_a |u_0|_a + (\phi_a * |u_0|)(t) |u_0|_a. \tag{2.7}
\]
where we have used the definition of $|\cdot|_a$. Then, (2.7) is reduced to
\[
|u_0|_a \lesssim \|f\|\nu + |\tilde{u}|_a + (\phi_a * |u|_a)(t). \tag{2.8}
\]
Inserting (2.8) in (2.6) yields to
\[
-a(u, \tilde{u}) \lesssim \|f\|\nu |\tilde{u}|_a + (\phi_a * |u|_a(t)) |\tilde{u}|_a,
\]
and replacing this inequality in (2.5) we obtain
\[
\lambda^{-1}\|Bu\|\nu^{\prime} \lesssim \|f\|\nu + (\phi_a * \|u_0\|\nu)(t) + (\phi_a * \lambda^{-1}\|Bu\|\nu^{\prime})(t) + (\phi_a * \lambda^{-1}\|Bu\|\nu)(t), \tag{2.9}
\]
where we have used the inf-sup condition of $B$ and the splitting $u = \tilde{u} + u_0$.

Now we will estimate $(\phi_a * \|u_0\|\nu)(t)$. Invoking the $K$-ellipticity of $a(\cdot, \cdot)$ in (2.8), along with (2.1), and the split $u = \tilde{u} + u_0$ we obtain
\[
\|u_0\|\nu \lesssim \|f\|\nu + \|\tilde{u}\|\nu + (\phi_a * \|\tilde{u}\|\nu)(t) + (\phi_a * \|u_0\|\nu)(t).
\]
From Gronwall’s lemma we have that
\[
\|u_0\|\nu \lesssim \tilde{m}(t) + \int_0^t \chi(s)\tilde{m}(s) \exp\left(\int_s^t \chi(\tau) \, d\tau\right) \, ds, \tag{2.10}
\]
where
\[
\tilde{m}(t) := \|f\|\nu + \|\tilde{u}\|\nu + (\phi_a * \|\tilde{u}\|\nu)(t),
\]
and
\[
\chi(s) = \phi_a(t - s).
\]
Since $\|\phi_a\|_{L^1(0,t)} \leq 1$ and $\phi_a$ is non-negative a.e. in $\mathcal{J}$, we obtain
\[
\exp\left(\int_s^t \chi(\tau) \, d\tau\right) = \exp\left(\int_s^t \phi_a(t - \tau) \, d\tau\right) \lesssim \exp\left(\int_0^t \phi_a(t - \tau) \, d\tau\right) < +\infty.
\]
Hence, it follows that
\[
\int_0^t \chi(s)\tilde{m}(s) \exp\left(\int_s^t \chi(\tau) \, d\tau\right) \, ds \lesssim (\phi_a * \tilde{m})(t).
\]
On the other hand, observe that
\[
(\phi_a * \tilde{m})(t) = (\phi_a * \|f\|\nu)(t) + (\phi_a * \|\tilde{u}\|\nu)(t) + (\phi_a * (\phi_a * \|\tilde{u}\|\nu))(t).
\]
Since $\phi_a \in L^1(\mathcal{J};[0, \infty))$, from Fubini’s Theorem and Lemma 2.4 we have that $(\phi_a * \phi_a)(t) \leq \|\phi_a\|^2_{L^1(0,t)}$. Hence we obtain
\[
(\phi_a * \tilde{m})(t) \lesssim (\phi_a * \|f\|\nu)(t) + (\phi_a * \|\tilde{u}\|\nu)(t) + \int_0^t \|\tilde{u}(s)\|\nu \, ds.
\]
Then, from (2.10) we obtain that
\[
\|u_0\|\nu \lesssim \tilde{m}(t) + (\phi_a * \|f\|\nu)(t) + (\phi_a * \|\tilde{u}\|\nu)(t) + \int_0^t \|\tilde{u}(s)\|\nu \, ds. \tag{2.11}
\]
Taking the convolution with $\phi_a$ in (2.11) and using the inf-sup condition of $B$ together with the boundedness of $\phi_a$, yields to
\[
(\phi_a * \|u_0\|\nu) \lesssim (\phi_a * \|f\|\nu)(t) + (\phi_a * \|Bu\|\nu^{\prime})(t) + \int_0^t \|f(s)\|\nu + \|Bu(s)\|\nu^{\prime} \, ds. \tag{2.12}
\]
Inserting this inequality in (2.9) gives

$$\lambda^{-1}\|Bu\|_{\mathcal{Q}'} \lesssim \|f\|_{\mathcal{V}'} + ([1 + \phi_a] \|f\|_{\mathcal{V}}(t) + ([1 + \phi_a + \phi_b] \lambda^{-1}\|Bu\|_{\mathcal{Q}'})(t).$$

Hence, observing that $\phi_b$ also characterizes a viscoelastic solid, we use the boundedness of the kernel $(1 + \phi_a + \phi_b)$ and apply Gronwall’s inequality in order to obtain

$$\lambda^{-1}\|Bu\|_{\mathcal{Q}'} \lesssim \|f\|_{\mathcal{V}'} + ([1 + \phi_a] \|f\|_{\mathcal{V}}(t) + \int_0^t \|f(s)\|_{\mathcal{V}'} + ([1 + \phi_a] \|f\|_{\mathcal{V}})(s))\ ds.$$  (2.13)

From the fact that $\|\tilde{u}\|_{\mathcal{V}'} \lesssim \|Bu\|_{\mathcal{Q}'}$, we take the $L^1(0,t)$ norm in (2.13) and apply Lemma 2.4 to obtain the following estimate for $\tilde{u}$

$$\|\tilde{u}\|_{L^1(0,t;\mathcal{V})} \lesssim \lambda\|f\|_{L^1(0,t;\mathcal{V})}.$$  (2.14)

To estimate $u_0$, we take the $L^1(0,t)$ norm in (2.11) and use Lemma 2.4 to obtain

$$\|u_0\|_{L^1(0,t;\mathcal{V})} \lesssim (1 + \lambda)\|f\|_{L^1(0,t;\mathcal{V})}.$$  (2.15)

The estimate for $u$ follows directly from the triangle inequality

$$\|u\|_{L^1(0,t;\mathcal{V})} \lesssim (1 + 2\lambda)\|f\|_{L^1(0,t;\mathcal{V})}.$$  (2.16)

On the other hand, from the second equation in (2.4) together with (2.13) and Lemma 2.4, we derive the following estimate for $p$,

$$\|p\|_{L^1(0,t;\mathcal{Q})} = \lambda^{-1}\|Bu\|_{L^1(0,t;\mathcal{Q}')} \lesssim \|f\|_{L^1(0,t;\mathcal{V})}.$$  (2.17)

For the second part of the proof, we assume that $u, p$ and $g$ are such that the following system is satisfied

$$\begin{cases} a(u, v) + b(v, p) = \int_0^t \left[ \tilde{a}(t, s; (u(s), v)) + \tilde{b}(t, s; (v, p(s))) \right] ds, \\ b(u, q) - \lambda(p, q)_\mathcal{Q} = \langle g, q \rangle_\mathcal{Q}, \end{cases}$$

for all $(v, q) \in \mathcal{V} \times \mathcal{Q}$. Note that in operator form, problem above reads, a.e in $\mathcal{J}$, as follows

$$\begin{cases} A u + B^* p = \int_0^t \left[ \tilde{A}(t, s) u(s) + \tilde{B}^*(t, s) p(s) \right] ds, \\ B u - \lambda R Q p = g. \end{cases}$$  (2.17)

Since $f = 0$, we take norms in the first equation of Problem 2.2 and use the boundedness of the linear operators and the Volterra kernels, in order to obtain

$$\|Au + B^* p\|_{\mathcal{V}'} \lesssim \int_0^t \|Au(s) + B^* p(s)\|_{\mathcal{V}'} ds.$$  (2.17)

Then, from Gronwall’s lemma we obtain that $Au + B^* p = 0$, or equivalently,

$$a(u, v) + b(v, p) = 0, \quad \forall v \in \mathcal{V}.$$  (2.17)

Hence, we resort to Theorem 4.3.2 of [8] in order to obtain the remaining bounds:

$$\|u\|_{L^1(0,t;\mathcal{V})} \lesssim \|g\|_{L^1(0,t;\mathcal{Q}')} \quad \text{and} \quad \|p\|_{L^1(0,t;\mathcal{Q})} \lesssim \frac{1}{1 + \lambda}\|g\|_{L^1(0,t;\mathcal{Q}')}.$$  (2.17)

Finally, by gathering the estimates for $u$ and $p$ with respect to $f$ and $g$, gives the desired estimate. This concludes the proof. \qed
Since $0 < \lambda \leq \lambda_{\text{max}}$, we observe that the stability constant is uniform with respect to the perturbation parameter in the sense that for all $\lambda > 0$, Theorem 2.7 guarantee that there exists a constant $C_\lambda > 0$, given by

$$C_\lambda := C[1 + O(\lambda)] \leq C[1 + O(\lambda_{\text{max}})] < \infty,$$

where $C$ is independent of $\lambda$, such that

$$\|u\|_{L^2(0,T;\mathcal{V})} + \|p\|_{L^2(0,T;\mathcal{Q})} \lesssim C_\lambda (\|f\|_{L^2(0,T;\mathcal{V})} + \|g\|_{L^2(0,T;\mathcal{Q})}). \quad (2.18)$$

Hereafter, for the sake of clarity, we will refer to the bound (2.18) in the applications of Theorem 2.7.

On the other hand, note that a bound like (2.18) is typically found in non-viscoelastic mixed formulations. This is an important fact, since in real applications, like the analysis of numerical methods for slender structures such as Timoshenko beams, Reissner–Mindlin plates, among others, the thickness parameter is the one that leads to the so called locking phenomenon. Now, when these structures admit viscoelastic properties, these results hold as well. For this reason, if $\lambda$ represents the thickness parameter of some particular structure, Theorem 2.7 states that all the constants will not degenerate in our mixed viscoelastic formulation.

### 3. Semi-discrete problem

In this section we are interested in a discretization by conforming finite element spaces for Problem 1.1. With this goal in mind, and under suitable assumptions on discrete spaces, we adapt the classic theory for mixed formulations for our viscoelastic approach.

#### 3.1. Semi-discrete abstract analysis

The goal of the present section is to analyze the semi-discrete counterpart of the proposed mixed problems and obtain a priori error estimates. Here, we consider the necessary hypotheses for the existence and uniqueness of semi-discrete solutions such as ellipticity in the kernel and the discrete inf-sup condition (see for instance [2, 45] for further details related to the existence of semi-discrete solutions of Volterra equations of the second kind).

Hence, this section will be focused on the derivation of error estimates which are characterized by having constants that do not deteriorate when the parameter $\lambda$ is small.

Let us introduce the following assumption.

**Assumption 3.1.** Assume that there exist two finite dimensional spaces $\mathcal{V}_h$ and $\mathcal{Q}_h$ such that $\mathcal{V}_h \subset \mathcal{V}$ and $\mathcal{Q}_h \subset \mathcal{Q}$. Together with the continuous space kernel $\mathcal{K}$ we consider its discrete counterpart

$$\mathcal{K}_h := \{v_h \in \mathcal{V}_h : b(v_h, q_h) = 0, \quad \forall q_h \in \mathcal{Q}_h\},$$

such that there exist constants $\alpha_d, \beta_d$, both positive and independent of $h$ and $\lambda$, such that

$$a(v_h^0, v_h^0) \geq \alpha_d \|v_h^0\|^2_{\mathcal{V}} \quad \forall v_h^0 \in \mathcal{K}_h, \quad \sup_{v \in \mathcal{V}_h} \frac{b(v, q_h)}{\|v\|_{\mathcal{V}}} \geq \beta_d \|q_h\|_{\mathcal{Q}}, \quad \forall q_h \in \mathcal{Q}_h.$$

Throughout this section, families of conforming finite elements are considered.

For simplicity, we define the corresponding errors as follows

$$e_u := u_h - u = \vartheta_u - \eta_u, \quad e_p := p_h - p = \vartheta_p - \eta_p,$$

where $\vartheta_u := u_h - u_I$, $\vartheta_p := p_h - p_I$, $\eta_u = u - u_I$, and $\eta_p = p - p_I$. Here, $u_I \in \mathcal{V}_h$ and $p_I \in \mathcal{Q}_h$ represent general interpolations of $u$ and $p$, respectively (see for instance [8], Chap. 5 or [39], Chap. 4).

In what follows we analyze the semi-discretization of the perturbed mixed formulation analyzed in the previous section. The following problem corresponds to the semi-discretized version of Problem 1.1.
**Problem 3.2.** Find \((u_h, p_h) \in L^\ell(J; \mathcal{V}_h \times \mathcal{Q}_h)\) such that

\[
\begin{aligned}
&\left\{\begin{array}{l}
a(u_h, v_h) + b(v_h, p_h) = \langle f, v_h \rangle_{\mathcal{V}} + \int_0^t \left[ \tilde{a}(t, s; (u_h(s), v_h)) + \tilde{b}(t, s; (u_h, p_h(s))) \right] ds, \\
b(u_h, q_h) - \lambda(p_h, q_h)_{\mathcal{Q}} = \langle g, q_h \rangle_{\mathcal{Q}},
\end{array}\right.
\end{aligned}
\]

for all \((v_h, q_h) \in \mathcal{V}_h \times \mathcal{Q}_h\).

The existence and uniqueness, as well as the discrete stability estimate of the semi-discrete solution, follows from Assumption 3.1 and Theorem 2.7. Hence, we obtain the following system, from subtracting Problem 1.1 and Problem 3.2:

\[
\begin{aligned}
&\left\{\begin{array}{l}
a(e_u, v_h) + b(v_h, e_p) = \int_0^t \left[ \tilde{a}(t, s; (e_u(s), v_h)) + \tilde{b}(t, s; (v_h, e_p(s))) \right] ds, \\
b(e_u, q_h) - \lambda(e_p, q_h)_{\mathcal{Q}} = 0,
\end{array}\right.
\end{aligned}
\]

for all \((v_h, q_h) \in \mathcal{V}_h \times \mathcal{Q}_h\). Then, from the linearity of \(a(\cdot, \cdot)\), \(b(\cdot, \cdot)\) and the history bilinear forms, we rewrite the problem above as follows: Find \((\vartheta_u, \vartheta_p) \in L^\ell(J; \mathcal{V}_h \times \mathcal{Q}_h)\) such that

\[
\begin{aligned}
&\left\{\begin{array}{l}
a(\vartheta_u, v_h) + b(v_h, \vartheta_p) = \langle \mathcal{F}, v_h \rangle_{\mathcal{V}} + \int_0^t \left[ \tilde{a}(t, s; (\vartheta_u(s), v_h)) + \tilde{b}(t, s; (v_h, \vartheta_p(s))) \right] ds, \\
b(\vartheta_u, q_h) - \lambda(\vartheta_p, q_h)_{\mathcal{Q}} = \langle \mathcal{G}, q_h \rangle_{\mathcal{Q}},
\end{array}\right.
\end{aligned}
\]

for all \((v_h, q_h) \in \mathcal{V}_h \times \mathcal{Q}_h\), where

\[
\langle \mathcal{F}, v_h \rangle_{\mathcal{V}} = a(\eta_u, v_h) + b(v_h, \eta_p) - \int_0^t \left[ \tilde{a}(t, s; (\eta_u(s), v_h)) + \tilde{b}(t, s; (v_h, \eta_p(s))) \right] ds,
\]

\[
\langle \mathcal{G}, q_h \rangle_{\mathcal{Q}} = b(\eta_u, q_h) - \lambda(\eta_p, q_h)_{\mathcal{Q}}.
\]

Then, from Theorem 2.7 we have the following result.

**Theorem 3.3.** Together with Assumption 3.1, assume that \((u, p)\) is the unique solution of Problem 1.1 and let \((u_h, p_h)\) be the unique solution of Problem 3.2. Then, the estimate

\[
\|u_h - u\|_{L^\ell(0, t; \mathcal{V})} + \|p_h - p\|_{L^\ell(0, t; \mathcal{Q})} \lesssim \inf_{v_h \in \mathcal{V}_h} \|u - v_h\|_{L^\ell(0, t; \mathcal{V})} + \inf_{q_h \in \mathcal{Q}_h} \|p - q_h\|_{L^\ell(0, t; \mathcal{Q})},
\]

holds, where the hidden constant is uniform with respect to \(\lambda\).

**Proof.** Let \(u_I \in L^\ell(J; \mathcal{V}_h)\) and \(p_I \in L^\ell(J; \mathcal{Q}_h)\). Then, applying Theorem 2.7 in (3.2), we have

\[
\|\vartheta_u\|_{L^\ell(0, t; \mathcal{V})} + \|\vartheta_p\|_{L^\ell(0, t; \mathcal{Q})} \lesssim \|\mathcal{F}\|_{L^\ell(0, t; \mathcal{V})} + \|\mathcal{G}\|_{L^\ell(0, t; \mathcal{Q})}.
\]

On the other hand, estimating (3.3) and (3.4) gives

\[
\|\mathcal{F}\|_{L^\ell(0, t; \mathcal{V})} \lesssim \|u - u_I\|_{L^\ell(0, t; \mathcal{V})} + \|p - p_I\|_{L^\ell(0, t; \mathcal{Q})},
\]

\[
\|\mathcal{G}\|_{L^\ell(0, t; \mathcal{Q})} \lesssim \|u - u_I\|_{L^\ell(0, t; \mathcal{V})} + \lambda\|p - p_I\|_{L^\ell(0, t; \mathcal{Q})},
\]

hence, from the triangle inequality we obtain

\[
\|e_u\|_{L^\ell(0, t; \mathcal{V})} \leq \|\vartheta_u - \eta_u\|_{L^\ell(0, t; \mathcal{V})} \leq \|\vartheta_u\|_{L^\ell(0, t; \mathcal{V})} + \|\eta_u\|_{L^\ell(0, t; \mathcal{V})} \lesssim \left[ \|\eta_u\|_{L^\ell(0, t; \mathcal{V})} + \|\eta_p\|_{L^\ell(0, t; \mathcal{Q})} \right].
\]

Similarly, we have

\[
\|e_p\|_{L^\ell(0, t; \mathcal{Q})} \leq \|\vartheta_p - \eta_p\|_{L^\ell(0, t; \mathcal{Q})} \leq \|\vartheta_p\|_{L^\ell(0, t; \mathcal{Q})} + \|\eta_p\|_{L^\ell(0, t; \mathcal{Q})} \lesssim \|\eta_u\|_{L^\ell(0, t; \mathcal{V})} + \|\eta_p\|_{L^\ell(0, t; \mathcal{Q})}.
\]

We conclude the proof by taking the infimum over all \(u_I\) and \(p_I\). □
3.2. Error estimates in weaker norms

For the sake of completeness, in this section we include some additional estimates using a duality argument in the sense of the Volterra theory (see [46] for instance). It is important to remark that all the forthcoming results are a adaptation of the standard arguments in elliptic problems, such as the Aubin–Nitsche trick. The arguments provided here will be useful for the viscoelastic Timoshenko beam model (see Sect. 4).

Let us consider two spaces \( \mathcal{V}_- \) and \( \mathcal{Q}_- \), where the “−” index indicates a less regular spaces than \( \mathcal{V} \) and \( \mathcal{Q} \), respectively, satisfying the following dense inclusions

\[
\mathcal{V} \hookrightarrow \mathcal{V}_- \quad \text{and} \quad \mathcal{Q} \hookrightarrow \mathcal{Q}_-.
\]

Our aim is to estimate \( \|u - u_h\|_{L^\ell(0,T;\mathcal{V}_-)} \) and \( \|p - p_h\|_{L^\ell(0,T;\mathcal{Q}_-)} \). To accomplish this task, we define

\[
\mathcal{V}'_+ := (\mathcal{V}_-)', \quad \mathcal{Q}'_+ := (\mathcal{Q}_-)'.
\]

The “+” suggest that we have more regular dual spaces. On the other hand, the inclusions provided in (3.5) imply

\[
\mathcal{V}_+ \hookrightarrow \mathcal{V}', \quad \mathcal{Q}_+ \hookrightarrow \mathcal{Q}'.
\]

Let \( \mathcal{V}_{++} \) and \( \mathcal{Q}_{++} \) be two spaces, where the double subindex “++” denotes more regular spaces that \( \mathcal{V} \) and \( \mathcal{Q} \), respectively, satisfying the inclusions

\[
\mathcal{V}_{++} \hookrightarrow \mathcal{V}, \quad \mathcal{Q}_{++} \hookrightarrow \mathcal{Q}.
\]

Now we introduce a dual-backward mixed formulation of Problem 1.1. To do this task, let \( r \) denote the Hölder conjugate index of \( \ell \). Then, for any \( \tau \in \mathcal{J} \) and for any \( (f_+, g_+) \in L^r(0,\tau;\mathcal{V} \times \mathcal{Q}) \), we consider the dual problem: Find \( (w, m) \in L^r(0,\tau;\mathcal{V} \times \mathcal{Q}) \) such that a.e. in \( [0,\tau] \),

\[
\begin{cases}
    a(v, w) + b(v, m) = \langle f_+, v \rangle_{\mathcal{V} \times \mathcal{Q}} + \int_0^\tau \left[ \langle \bar{a}(s, t; v, w(s)) + \bar{b}(s, t; v, m(s)) \rangle \right] ds, \\
    b(w, q) - \lambda(q, m)_\mathcal{Q} = \langle g_+, q \rangle_{\mathcal{Q} \times \mathcal{Q}},
\end{cases}
\]

for all \( (v, q) \in \mathcal{V} \times \mathcal{Q} \).

Setting \( \xi := \tau - t, \gamma = \tau - s \) and defining

\[
\begin{align*}
    \bar{w}(:, \cdot) &:= w(\tau - \cdot), & \bar{m}(:, \cdot) &:= m(\tau - \cdot), & \bar{f}_+ := f_+ + f_+(\tau - \xi), & \bar{g}_+ := g_+ + g_+(\tau - \xi), \\
    \bar{a}(\xi, \eta, (\cdot, v)) &:= a(\tau - \eta, \tau - \xi, v(\cdot, \cdot)), & \bar{b}(\xi, \eta, (v, \cdot)) &:= b(\tau - \eta, \tau - \xi, v(\cdot, \cdot)),
\end{align*}
\]

it follows that the backward problem can be written in forward form as: Find \( (w, m) \in L^r(0,\tau;\mathcal{V} \times \mathcal{Q}) \), such that for a.e. \( \xi \in [0,\tau] \),

\[
\begin{cases}
    a(\bar{w}, \bar{v}) + b(\bar{v}, \bar{m}) = \langle \bar{f}_+, \bar{v} \rangle_{\mathcal{V} \times \mathcal{Q}} + \int_0^\xi \left[ \bar{a}(\xi, \eta; \bar{w}(\eta), \bar{v}) + \bar{b}(\xi, \eta, \bar{v} \cdot \bar{m}(\eta)) \right] d\eta, \\
    b(\bar{w}, q) - \lambda(q, m)_\mathcal{Q} = \langle \bar{g}_+, q \rangle_{\mathcal{Q} \times \mathcal{Q}},
\end{cases}
\]

for all \( (\bar{v}, q) \in \mathcal{V} \times \mathcal{Q} \). Now, this is basically the same as Problem 1.1. Hence, in order to apply all the previous stability and semi-discrete results to this dual problem, we have to guarantee that Assumption 2.1 is satisfied. Assumption 2.1-(i) is straightforward. Assumption 2.1-(iii) is satisfied because \( \|\bar{f}_+\|_{\mathcal{V}'_+}, \|\bar{g}_+\|_{\mathcal{Q}'_+} \in L^r(0,\tau) \). For Assumption 2.1-(ii) we observe that

\[
|\bar{a}(\xi, \eta; (\bar{w}(\eta), \bar{v}))| \lesssim \phi_a((\tau - \eta) - (\tau - \xi))\|\bar{w}\|_\mathcal{V}\|\bar{v}\|_\mathcal{V} \lesssim \phi_a(\xi - \eta)\|\bar{w}\|_\mathcal{V}\|\bar{v}\|_\mathcal{V}.
\]

Similarly, \( |\bar{b}(\xi, \eta; \bar{v}, \bar{w}(\eta))| \lesssim \phi_b(\xi - \eta)\|\bar{v}\|_\mathcal{Q}\|\bar{w}\|_\mathcal{Q} \). Then, Theorem 2.7 guarantees that

\[
\|w\|_{L^r(0,\tau;\mathcal{V})} + \|m\|_{L^r(0,\tau;\mathcal{Q})} \lesssim \|f_+\|_{L^r(0,\tau;\mathcal{V}'_+)} + \|g_+\|_{L^r(0,\tau;\mathcal{Q}'_+)}. \]
In order to simplify the presentation of the material, we define the errors $e_w := w_h - w$ and $e_m := m_h - m$, where the dependence on time is omitted if no confusion arises.

Now we are in position to establish our weak norm estimate.

**Theorem 3.4.** Under the hypotheses of Theorem 3.3, assume that the solution to the dual problem (3.6) belongs to $L^r(0, \tau; \mathcal{Y}_+ \times \mathcal{Q}_+)$ a.e. in $[0, \tau]$ and the estimate
\[
||w||_{L^r(0, \tau; \mathcal{Y}_+)} + ||m||_{L^r(0, \tau; \mathcal{Q}_+)} \lesssim ||f||_{L^r(0, \tau; \mathcal{Y}_+)} + ||g||_{L^r(0, \tau; \mathcal{Q}_+)}
\]
holds with the hidden constant is independent of $f_+$ and $g_+$. Then, we have
\[
||u - u_h||_{L^r(0, \tau; \mathcal{Y}_+)} + ||p - p_h||_{L^r(0, \tau; \mathcal{Q}_+)} \lesssim \left( \inf_{v \in \mathcal{V}_h} ||u - v||_{L^r(0, \tau; \mathcal{Y})} + \inf_{q \in \mathcal{Q}_h} ||p - q||_{L^r(0, \tau; \mathcal{Q})} \right) (l(h) + n(h)),
\]
where
\[
l(h) := \sup_{w \in L^r(0, \tau; \mathcal{Y}_+)} \inf_{w_h \in L^r(0, \tau; \mathcal{V}_h)} \frac{||w - w_h||_{L^r(0, \tau; \mathcal{V})}}{||w||_{L^r(0, \tau; \mathcal{V}_+)}},
\]
\[
n(h) := \sup_{m \in L^r(0, \tau; \mathcal{Q}_+)} \inf_{m_h \in L^r(0, \tau; \mathcal{Q}_h)} \frac{||m - m_h||_{L^r(0, \tau; \mathcal{Q})}}{||m||_{L^r(0, \tau; \mathcal{Q}_+)}},
\]
and the hidden constant is independent of $h$ and $\lambda$.

**Proof.** Taking time dependent test functions $v \in L^r(0, \tau; \mathcal{V})$ in the first equation of (3.6), integrating in $[0, \tau]$, and interchanging the order of integration gives,
\[
\int_0^\tau \langle f_+, v(t) \rangle_{\mathcal{Y}_+ \times \mathcal{V}} \, dt = \int_0^\tau \left\{ a(v(t), w(t)) + b(v(t), m(t)) - \int_0^t \left[ \tilde{a}(t, s; (v(s), w(t))) + \tilde{b}(t, s; (v(s), m(t))) \right] ds \right\} \, dt.
\]
(3.8)

On the other hand, taking $q \in L^r(0, \tau; \mathcal{V})$ in the second equation of (3.6) gives
\[
\int_0^\tau \langle g_+, q(t) \rangle_{\mathcal{Q}_+ \times \mathcal{Q}} \, dt = \int_0^\tau \left[ b(w(t), q(t)) - \lambda(q(t), m(t)) \right] dt.
\]
(3.9)

Set $v = u - u_h$ in (3.8) and $q = p - p_h$ in (3.9) in order to obtain
\[
\int_0^\tau \langle f_+, e_u(t) \rangle_{\mathcal{Y}_+ \times \mathcal{V}} \, dt = \int_0^\tau \left\{ a(e_u(t), w(t)) + b(e_u(t), m(t)) - \int_0^t \left[ \tilde{a}(t, s; (e_u(s), w(t))) + \tilde{b}(t, s; (e_u(s), m(t))) \right] ds \right\} dt,
\]
(3.10)

and
\[
\int_0^\tau \langle g_+, e_p(t) \rangle_{\mathcal{Q}_+ \times \mathcal{Q}} \, dt = \int_0^\tau \left[ b(w(t), e_p(t)) - \lambda(e_p(t), m(t)) \right] dt.
\]
(3.11)

For $z_1 \in L^r(0, \tau)$ we set $f_+(t) = z_1(t) e_u(t) ||e_u(t)||_{\mathcal{Y}_+}^{-1}$. Then we obtain that $\langle f_+, e_u \rangle_{\mathcal{Y}_+ \times \mathcal{V}_+} = z_1(t) ||e_u||_{\mathcal{Y}_+}$. This result applied on (3.10) yields to
\[
\int_0^\tau z_1(t) ||e_u(t)||_{\mathcal{Y}_+} \, dt = \int_0^\tau \left\{ a(e_u(t), w(t)) + b(e_u(t), m(t)) - \int_0^t \left[ \tilde{a}(t, s; (e_u(s), w(t))) + \tilde{b}(t, s; (e_u(s), m(t))) \right] ds \right\} dt.
\]
Similarly, for \( z_2 \in L^r(0, \tau), \) if \( g_+(t) = z_2(t) \mathbf{e}_p(t) \| \mathbf{e}_p(t) \|^{-1}_Q, \) then we proceed as before to obtain that \( \langle g_+, \mathbf{e}_p \rangle_{Q^+ \times Q^-} = z_2(t) \| \mathbf{e}_p \|_{Q^-}. \) Replacing this in (3.11), yields to

\[
\int_0^\tau z_2(t) \| \mathbf{e}_p(t) \|_{Q^-} \, dt = \int_0^\tau \left[ b(w(t), \mathbf{e}_p(t)) - \lambda(\mathbf{e}_p(t), m(t))_Q \right] \, dt.
\]

On the other hand from (3.1) we have that

\[
\begin{cases}
    a(\mathbf{e}_u, w_h) + b(w_h, \mathbf{e}_p) = \int_0^t \left[ \tilde{a}(t, s; (\mathbf{e}_u(s), w_h)) + \tilde{b}(t, s; (\mathbf{w}_h, \mathbf{e}_p(s))) \right] \, ds = 0, \\
    b(\mathbf{e}_u, m_h) - \lambda(\mathbf{e}_p, m_h)_Q = 0,
\end{cases}
\]

for all \( w_h \in \mathcal{V}_h \) and for all \( m_h \in \mathcal{Q}_h. \) Hence, using the continuity of the bilinear forms, the viscoelasticity characterization of \( \phi_\alpha \) and \( \phi_\beta, \) Hölder’s inequality, and Lemma 2.4, we obtain

\[
\int_0^\tau (z_1(t)\|\mathbf{u}\|_{\mathcal{V}_-} + z_2(t)\|\mathbf{p}\|_{\mathcal{Q}_-}) \, dt = \int_0^\tau \left\{ a(\mathbf{u}, \mathbf{u}) + b(\mathbf{u}, \mathbf{m}) + b(\mathbf{u}, \mathbf{m})_Q - \lambda(\mathbf{p}, \mathbf{m}_Q) - \int_0^t \left[ \tilde{a}(t, s; (\mathbf{u}(s), \mathbf{w}_h)) + \tilde{b}(t, s; (\mathbf{u}(s), \mathbf{w}_h)) \right] \, ds \right\} \, dt
\]

\[
\lesssim \left( \|\mathbf{u}\|_{L^r(0, \tau; \mathcal{V})} + \|\mathbf{p}\|_{L^r(0, \tau; \mathcal{Q})} \right) \left( \|\mathbf{w}_h\|_{L^r(0, \tau; \mathcal{V})} + \|\mathbf{m}_h\|_{L^r(0, \tau; \mathcal{Q})} \right).
\]

(3.12)

On the other hand, we have that

\[
\|\mathbf{u}\|_{L^r(0, \tau; \mathcal{V}_-)} = \sup_{z_1} \left\{ \int_0^\tau z_1(t)\|\mathbf{u}(t)\|_{\mathcal{V}_-} \, dt : \|z_1\|_{L^r(0, \tau; 1)} = 1 \right\},
\]

and

\[
\|\mathbf{p}\|_{L^r(0, \tau; \mathcal{Q}_-)} = \sup_{z_2} \left\{ \int_0^\tau z_2(t)\|\mathbf{p}(t)\|_{\mathcal{Q}_-} \, dt : \|z_2\|_{L^r(0, \tau; 1)} = 1 \right\},
\]

for \( \ell \in [1, \infty]. \) Therefore, equation (3.12) becomes

\[
\|\mathbf{u}\|_{L^r(0, \tau; \mathcal{V}_-)} + \|\mathbf{p}\|_{L^r(0, \tau; \mathcal{Q}_-)} \lesssim \left( \|\mathbf{u}\|_{L^r(0, \tau; \mathcal{V})} + \|\mathbf{p}\|_{L^r(0, \tau; \mathcal{Q})} \right) \left( \|\mathbf{w}_h\|_{L^r(0, \tau; \mathcal{V})} + \|\mathbf{m}_h\|_{L^r(0, \tau; \mathcal{Q})} \right).
\]

(3.13)

Observe that from the definition of \( l(h) \) and \( n(h) \) we have

\[
\inf_{w_h \in L^r(0, \tau; \mathcal{V}_h)} \| w - w_h \|_{L^r(0, \tau; \mathcal{V})} \leq l(h) \| w \|_{L^r(0, \tau; \mathcal{V}_+)} ,
\]

\[
\inf_{m_h \in L^r(0, \tau; \mathcal{Q}_h)} \| m - m_h \|_{L^r(0, \tau; \mathcal{Q})} \leq n(h) \| m \|_{L^r(0, \tau; \mathcal{Q}_+)} .
\]

Adding the two inequalities above we have

\[
\inf_{w_h \in L^r(0, \tau; \mathcal{V}_h)} \| w - w_h \|_{L^r(0, \tau; \mathcal{V})} + \inf_{m_h \in L^r(0, \tau; \mathcal{Q}_h)} \| m - m_h \|_{L^r(0, \tau; \mathcal{Q})} \lesssim l(h) + n(h) ,
\]

where we have used that \( \|f_+\|_{L^r(0, \tau; \mathcal{V}_+)} + \|g_+\|_{L^r(0, \tau; \mathcal{Q}_+)} = 2. \) Taking the infimum in (3.13) for \( w_h \) and \( m_h, \) in \( \mathcal{V}_h \) and \( \mathcal{Q}_h, \) respectively, gives

\[
\|\mathbf{u}\|_{L^r(0, \tau; \mathcal{V}_-)} + \|\mathbf{p}\|_{L^r(0, \tau; \mathcal{Q}_-)} \lesssim \left( \|\mathbf{u}\|_{L^r(0, \tau; \mathcal{V})} + \|\mathbf{p}\|_{L^r(0, \tau; \mathcal{Q})} \right) \left( l(h) + n(h) \right) .
\]

(3.14)

Since \( \tau \) is arbitrary, we conclude the proof taking \( \tau = t \) and applying Theorem 3.3 to the semi-discrete error estimates for \( u \) and \( p \) in the right side of (3.14). \( \square \)
4. Applications to Linear Viscoelastic Slender Structures

This section is devoted to the application of the proposed abstract framework in the formulation and analysis of numerical methods for viscoelastic structures. The study will focus on Timoshenko beams and Reissner–Mindlin plates. These are well-known elastic structures for which mixed formulations have been carried out in order to study the numerical locking. A usual constitutive equation for linear isotropic viscoelastic material is of the form:

\[ \sigma(t) = Q(0)\varepsilon(t) - \int_0^t Q(t-s)\varepsilon(s) \, ds, \]

where \( Q \) is the general fourth order viscoelastic tensor, \( Q(t-s) = dQ(t-s)/dt \), and \( \varepsilon(\cdot) \) is the Green–Lagrange strain tensor [5,22,34]. The present analysis considers bounded creep materials, which yields to

\[ \sigma_{ij}(t) = E(0)Q_{ijkl}\varepsilon_{kl}(t) - \int_0^t \dot{E}(t-s)Q_{ijkl}\varepsilon_{kl}(s) \, ds \]

\[ \sigma_{33}(t) = G(0)D_{ijkl}\varepsilon_{kl}(t) - \int_0^t \dot{G}(t-s)D_{ijkl}\varepsilon_{kl}(s) \, ds, \quad \sigma_{33}(t) = 0, \]

(4.1)

where \( Q_{ijkl} \) and \( D_{ijkl} \) are unit elastic tensors that account for the shear, membrane, and bending contributions of the structure. The functions \( E(t) \) and \( G(t) \) correspond to the relaxation and shear modulus, respectively. The action of the unit elastic tensors on \( \varepsilon(\cdot) \) is given by

\[ Q_{ijkl}\varepsilon_{kl}(t) := \frac{1}{(1-\nu^2)}[(1-\nu)\varepsilon_{ij}(t) + \nu\delta_{ij}\varepsilon_{kk}(t)], \quad D_{ijkl}\varepsilon_{kl}(t) := k_s \frac{1}{1+\nu}\varepsilon_{33}(t), \]

where \( k_s \) is the correction factor, and \( \nu \) is the Poisson ratio. Also, for bounded creep materials, the relaxation and shear modulus can be expressed in terms of a Prony series of order \( P \) as

\[ E(t) = E_0 + \sum_{i=1}^P E_i e^{-t/\tau_i^E}, \quad G(t) = G_0 + \sum_{i=1}^P G_i e^{-t/\tau_i^G}, \]

where \( E_0 = E(0), G_0 = G(0), \) and \( \tau_i^E, \tau_i^G \) are relaxation times. If we normalize the Prony series such that \( E(0) = G(0) = 1 \), then we observe that the constitutive relations (4.1) are reduced to

\[ \sigma_{ij}(t) = Q_{ijkl}\varepsilon_{kl}(t) - \int_0^t \dot{E}(t-s)Q_{ijkl}\varepsilon_{kl}(s) \, ds, \]

\[ \sigma_{33}(t) = D_{ijkl}\varepsilon_{kl}(t) - \int_0^t \dot{G}(t-s)D_{ijkl}\varepsilon_{kl}(s) \, ds, \quad \sigma_{33}(t) = 0. \]

(4.2)

Hence, we choose \( \phi_a(t) = -\dot{E}(t) \) and \( \phi_b(t) = -\dot{G}(t) \). It is important to observe that this selection satisfies

\[ \|\phi_a(t)\|_{L^1(0,t)} \leq 1, \quad \|\phi_b(t)\|_{L^1(0,t)} \leq 1, \]

as is required in our analysis.

On the other hand, the natural relation between \( E \) and \( G \) given by \( G(t) = E(t)/(2(1+\nu)) \) is assumed (see, for instance [11]). Hence, the corresponding characterization functions satisfy \( \phi_a(t) = 2(1+\nu)\phi_b(t) \). For other choices of \( \phi \), like in isotropic linear materials, we refer to Chapter 8 of [24].

In what follows, let \( \Omega \subset \mathbb{R}^n, \ n \in \{1,2\} \), be an open and convex domain with boundary \( \partial \Omega \). We denote by \( L^2(\Omega) \) and \( H^1(\Omega) \) the usual Lebesgue and Sobolev spaces, with the convention \( H^0(\Omega) = L^2(\Omega) \). The spaces are endowed with standard norms \( \| \cdot \|_{L^2(\Omega)} \) and \( \| \cdot \|_{H^1(\Omega)} \). Let \( H^1_0(\Omega) \) be the subspace of \( H^1(\Omega) \) consisting of functions that vanish in \( \partial \Omega \). For \( n = 2 \), we define by \( L^2(\Omega) := L^2(\Omega)^2 \) the space of Lebesgue measure space of vector functions. We denote by \( H^1(\Omega) \) and \( H^1_0(\Omega) \) the vectorial version of \( H^1(\Omega) \) and \( H^1_0(\Omega) \), respectively.
We denote by DOF the number of degrees of freedom. To measure the errors for several values of \( \ell \) in \( L^j(\cdot;\cdot) \), we define

\[
\mathbf{e}_{0,\ell}(f) := \frac{\| f - f_h \|_{L^j(J;L^2(\Omega))}}{\| f \|_{L^j(J;L^2(\Omega))}}, \quad \mathbf{e}_{1,\ell}(f) := \frac{\| f - f_h \|_{L^j(J;H^1(\Omega))}}{\| f \|_{L^j(J;H^1(\Omega))}},
\]

for every scalar function \( f \) and every vector function \( f \), respectively. Moreover, we define the experimental rates of convergence \( \mathbf{r}_{i,\ell}(\cdot) \) and \( \mathbf{r}_{i,\ell}(\cdot) \) as

\[
\mathbf{r}_{i,\ell}(\cdot) := \frac{\log(\mathbf{e}_{i,\ell}(\cdot)/\mathbf{e}_{i,\ell}'(\cdot))}{\log(h/h')}, \quad \mathbf{r}_{i,\ell}(\cdot) := \frac{\log(\mathbf{e}_{i,\ell}(\cdot)/\mathbf{e}_{i,\ell}'(\cdot))}{\log(h/h')},
\]

where \( \mathbf{e}_{i,\ell} \) and \( \mathbf{e}_{i,\ell}' \) (resp. \( \mathbf{e}_{i,\ell} \) and \( \mathbf{e}_{i,\ell}' \)) denote two consecutive errors and \( h \) and \( h' \) their corresponding mesh sizes.

Now, we briefly discuss a fully discrete system coming from the introduction of (4.1) and (4.2) into the general semi-discrete system given in Problem 3.2. This approach takes advantage of (4.2) and the Prony series. Since we are dealing with normalized relaxation modulus and a conforming numerical scheme, we have the following representation of the resulting matrix system

\[
\mathbf{K}\alpha(t) - \int_0^t \mathbf{K}(t-s)\alpha(s) \, ds = \mathbf{F}(t)
\]

(4.3)

where \( \mathbf{K} \), and \( \alpha \) are the stiffness matrix, and the solution vector, respectively, obtained by using specified finite elements spaces. The vector \( \mathbf{F} \) stores the load contribution and \( \mathbf{K} \) stores the history of the deformations as a function of \( \dot{E} \) and \( \dot{G} \). Thanks to (4.2), for linear problems with Prony series relaxation modulus, one can think of \( \mathbf{K}(t-s) \) as \( E(t-s)\mathbf{K} \). To obtain a fully discretization, we focus on the system (4.3). Start by choosing a partition of the time interval \( J \) into a set of \( N \) non-overlapping subintervals such that

\[
J = [0, T] = \bigcup_{k=1}^N [t_k, t_{k+1}].
\]

Hence, the solution to (4.3) is obtained by solving an initial-value problem for each time interval \( T_k \), where the solution is known at \( t = t_k \). For a time step \( t_{k+1} \), we denote the solution \( \alpha(t_{k+1}) \) by \( \alpha_{k+1} \). The system (4.3) becomes

\[
\mathbf{K}\alpha_{k+1} - \int_0^{t_{k+1}} \mathbf{K}(t_{k+1} - s)\alpha(s) \, ds = \mathbf{Q}_{k+1}.
\]

(4.4)

The convolution in (4.4) can be computed, in general, using the trapezoidal rule. In fact, we have that

\[
\int_0^{t_{k+1}} \mathbf{K}(t_{k+1} - s)\alpha(s) \, ds = \sum_{p=1}^k \int_{t_p}^{t_{p+1}} \mathbf{K}(t_{k+1} - s)\alpha(s) \, ds
\]

\[
= \sum_{p=1}^{k-1} \int_{t_p}^{t_{p+1}} \mathbf{K}(t_{k+1} - s)\alpha(s) \, ds + \int_{t_k}^{t_{k+1}} \mathbf{K}(t_{k+1} - s)\alpha(s) \, ds
\]

\[
\approx \frac{\Delta t}{2} \left\{ \mathbf{K}(t_{k+1} - t_1)\alpha_1 + 2 \sum_{p=2}^k \mathbf{K}(t_{k+1} - t_p)\alpha_p \right\} + \frac{\Delta t}{2} \mathbf{K}(0)\alpha_{k+1},
\]

where \( \alpha_p, p < k+1, \) are the known solutions from previous steps. This approximation results in a fully discretized system:

\[
\mathbf{S}\alpha_{k+1} = \mathbf{Q}_{k+1},
\]

A MIXED FORMULATION WITH APPLICATIONS TO LINEAR VISCOELASTICITY
where
\[
\dot{Q}_{k+1} = Q_{k+1} + \frac{\Delta t}{2} \left\{ K(t_{k+1} - t_1)\alpha_1 + 2 \sum_{p=2}^{k} K(t_{k+1} - t_p)\alpha_p \right\},
\]  
(4.5)
and the matrix \( S \) is of the form
\[
S := K - \frac{\Delta t}{2} \widetilde{K}(0).
\]

The matrix entries depend on the particular geometry of the structure, as well as on the viscoelastic material properties. For example, specific components for this matrix can be deduced from the works of [41, 42] in the case of a viscoelastic Timoshenko beam.

We now observe that as \( N \) gets larger, the algorithm efficiency decreases since the computation of (4.5) becomes expensive due to the increasing number of elements inside the sum. To mitigate this issue, we resort to a technique provided in the works of [41, 42, 47] that allows to avoid the store and computation of the entire deformation history. More precisely, we provide a recurrence formula to only need a previous time step data.

Considering the relaxation modulus given above, let us assume, without loss of generality, that we can write them like (see for example [37]):
\[
E(t) = a + be^{-t/\tau}.
\]

Then, for a given time step \( t_{k+1} \) we have that
\[
\dot{E}(t_{k+1} - s) = -\frac{b}{\tau} e^{-(t_{k+1} - s)/\tau} = -\frac{b}{\tau} e^{-(t_k + \Delta t - s)/\tau} = e^{-\Delta t/\tau} \dot{E}(t_k - s).
\]

We remark that this multiplicative decomposition of the relaxation modulus can be extended to the full Prony series (see for instance [47]). Hence, we have
\[
\widetilde{K}(t_{k+1} - s) = \dot{E}(t_{k+1} - s)K = e^{-\Delta t/\tau} \dot{E}(t_k - s)K = e^{-\Delta t/\tau} \widetilde{K}(t_k - s).
\]  
(4.6)
Applying the decomposition (4.6) in (4.5) we rewrite the right hand side \( \dot{Q} \) as
\[
\dot{Q}_{k+1} = Q_{k+1} + g(k),
\]
where
\[
g(k) := e^{-\Delta t/\tau} \left\{ \frac{\Delta t}{2}\widetilde{K}(t_k - t_1)\alpha_1 + \Delta t \sum_{p=2}^{k} \widetilde{K}(t_k - t_p)\alpha_p \right\}.
\]

Note that, if we consider the calculation of \( g(k + 1) \), we can reuse (4.6) in order to obtain
\[
g(k + 1) = e^{-\Delta t/\tau} \left\{ \frac{\Delta t}{2}\widetilde{K}(t_{k+1} - t_1)\alpha_1 + \Delta t \sum_{p=2}^{k+1} \widetilde{K}(t_{k+1} - t_p)\alpha_p \right\}
\]
\[
= e^{-\Delta t/\tau} \left\{ \frac{\Delta t}{2}\widetilde{K}(t_{k+1} - t_1)\alpha_1 + \Delta t \sum_{p=2}^{k} \widetilde{K}(t_{k+1} - t_p)\alpha_p + \Delta t \widetilde{K}(0)\alpha_{k+1} \right\}
\]
\[
= e^{-\Delta t/\tau} \left\{ e^{-\Delta t/\tau} \left[ \frac{\Delta t}{2}\widetilde{K}(t_k - t_1)\alpha_1 + \Delta t \sum_{p=2}^{k} \widetilde{K}(t_k - t_p)\alpha_p \right] + \Delta t \widetilde{K}(0)\alpha_{k+1} \right\}
\]
\[
= e^{-\Delta t/\tau} \left\{ g(k) + \Delta t \widetilde{K}(0)\alpha_{k+1} \right\}.
\]

Hence, we have obtained a recurrence formula where \( k \) represents the time step \( t_k \) and the function \( g(k) \) is the cumulative additions of the history terms. The main advantage of this approach relies on the fact that for the
step $k + 1$, we only need to know the solution $\alpha_k$ and the vector $g(k)$, both stored in the $k$ step, in order to compute $g(k + 1)$. Therefore, for each iteration, there is no need to store all the history terms, but only the data from the previous step. For nonlinear problems, the history matrix $\hat{K}(t - s)$ can be written as $\hat{E}(t - s)M$, where $M$ is an appropriate stiffness matrix including the nonlinear terms. A recurrence formula is also possible in this case, and we refer to Section 4.1 of [41] for more details.

On the other hand, it is well known that the trapezoidal rule error is of order 2. Thus, from the semi-discrete error analysis, we have that given a semi-discrete rate of convergence $O(h^r)$, we expect that the fully discrete error estimates satisfies

\[
e_{0,\ell}(f) \lesssim h^{r+1} + \Delta t^2, \quad e_{0,\ell}(f) \lesssim h^{r+1} + \Delta t^2,
\]

\[
e_{1,\ell}(f) \lesssim h^r + \Delta t^2, \quad e_{1,\ell}(f) \lesssim h^r + \Delta t^2.
\]

We then choose the step size such that $\Delta t^2 \ll h^r$, for $r \geq 1$.

### 4.1. Timoshenko beam

We begin with an application of the developed abstract theory to a clamped linear viscoelastic Timoshenko beam. It is well known that, in the elastic case, the Timoshenko beam system lead to a parameter dependent problem, where the thickness plays the role of deteriorate the standard numerical methods, which in the viscoelastic setting is expectable as well (see [27,28] for instance). Now we will check how our abstract framework helps to avoid the locking effect for a viscoelastic formulation of this beam.

Let $\Omega := [0,L]$, where $L$ represents the length of the beam. We consider the space of square-integrable functions $L^2(\Omega)$ with inner product $(u,v) := \int_\Omega u v \, dx$, and its induced norm $\|f\|_{L^2(\Omega)} = \sqrt{(f,f)}$.

We introduce the space

\[ H = \{(v,\eta) \in H^1_0(\Omega) \times H^1_0(\Omega)\}, \]

endowed with the product space seminorm

\[ \|(\eta,w)\|_H^2 := \|\eta\|_{L^2(\Omega)}^2 + \|w\|_{L^2(\Omega)}^2, \]

where $\xi'(x) := d\xi/dx$.

Under suitable kinematic assumptions, the constitutive equations given in (4.2) allow to obtain a viscoelastic Timoshenko beam (see for example [41]). In our case, the viscoelastic Timoshenko beam model to be analyzed is the following: Given $\ell \in [1,\infty]$, find $(w,\theta) \in L^\ell(\mathcal{J};H)$ such that

\[
(I(x)\theta',\eta') + k_s(A(x)(\theta - w'),\eta - v') = (\tilde{f},v) + \int_0^t \tilde{E}(t-s)(I(x)\theta'(s),\eta') \, ds
\]

\[
+ k_s \int_0^t \tilde{G}(t-s)(A(x)(\theta(s) - w'(s)),\eta - v') \, ds,
\]

for all $(v,\eta) \in H$, where $w$ represents the displacement of the beam, $\theta$ represent the rotations, $k_s$ is the correction factor, $E(t)$ is the relaxation modulus, $G(t) := E(t)/2(1+\nu)$ is the shear modulus, $\nu$ is the time-independent Poisson ratio, $I(x)$ is the moment of inertia of the cross-section, $A(x)$ is the area of the cross-section and $\tilde{f}(x,t)$ is a uniform distributed transverse load.

The viscoelastic boundary value problem associated with (4.7) states that a.e. in $\mathcal{J}$:

\[
-I(x)\theta'' + k_s A(x)(\theta - w') = -\int_0^t \tilde{E}(t-s)I(x)\theta''(s) \, ds + k_s \int_0^t \tilde{G}(t-s)A(x)(\theta(s) - w'(s)) \, ds \quad \text{in } \Omega,
\]

\[
k_s A(x)(\theta - w')' = \tilde{f} + k_s \int_0^t \tilde{G}(t-s)(\theta(s) - w'(s))' \, ds, \quad \text{in } \Omega,
\]

\[
w = \theta = 0, \quad \text{on } \partial\Omega.
\]
We now proceed to rescale the formulation (4.7) to identify a family of viscoelastic problems whose limit is well-posed when the thickness of the beam goes to zero. We introduce the following classic non-dimensional parameter, characteristic of the thickness of the beam
\[ \epsilon^2 = \frac{1}{L} \int_{\Omega} \frac{I(x)}{A(x)L^2} \, dx, \]
which is assumed to be independent of time and is such that \( \epsilon \in (0, \epsilon_{\text{max}}] \).

Scaling the load as \( \hat{f}(x,t) = \epsilon^3 f(x,t) \), with \( f(x,t) \) independent of \( \epsilon \), and defining
\[ \hat{I}(x) := \frac{I(x)}{\epsilon^3}, \quad \hat{A}(x) := \frac{k_A A(x)}{\epsilon}, \]
we have that (4.7) is equivalent to the following problem:

**Problem 4.1.** Given \( f \in L^\ell(J; L^2(\Omega)) \), find \( (\theta, w) \in L^\ell(J; H) \) such that
\[
\begin{align*}
\left( \hat{I} \theta', \eta' \right) + \frac{\epsilon^{-2}}{2(1 + \nu)} \left( \hat{A}(\theta - w'), \eta - \eta' \right) &= (f, v) \\
+ \int_0^t \hat{E}(t-s) \left[ \left( \hat{I} \theta'(s), \eta' \right) + \frac{\epsilon^{-2}}{2(1 + \nu)} \left( \hat{A}(\theta(s) - w'(s)), \eta - \eta' \right) \right] \, ds,
\end{align*}
\]
for all \( (\eta, \eta) \in H \).

We introduce the unit shear \( \gamma \in L^\ell(J; L^2(\Omega)) \) as \( \gamma := \frac{\epsilon^{-2}}{2(1 + \nu)} \hat{A}(\theta - w') \). Hence, defining \( \lambda := 2(1 + \nu)\epsilon^2 \), we rewrite Problem 4.1 as the following mixed formulation:

**Problem 4.2.** Find \( (\theta, w, \gamma) \in L^\ell(J; H \times L^2(\Omega)) \) such that
\[
\begin{align*}
\left( \hat{I} \theta', \eta' \right) + (\gamma, \eta - \eta') &= (f, v) + \int_0^t \hat{E}(t-s) \left[ \left( \hat{I} \theta'(s), \eta' \right) + (\gamma(s), \eta - \eta') \right] \, ds, \\
(\theta - w', \psi) - \lambda \left( \gamma, \hat{A}, \psi \right) &= 0,
\end{align*}
\]
for all \( (v, \eta) \in H \) and for all \( \psi \in L^2(\Omega) \).

Now we verify that Problem 4.2 lies in the framework of the abstract setting provided in the previous section. First, note that according to our abstract framework, \( \mathcal{V} := H, \mathcal{Q} := L^2(\Omega), u := (\theta, w), v := (\eta, v), p := \gamma, q := \psi \). Then, the bilinear forms \( a : \mathcal{V} \times \mathcal{V} \to \mathbb{R} \) and \( b : \mathcal{V} \times L^2(\Omega) \to \mathbb{R} \) are given by
\[ a((\theta, w); (\eta, v)) := \left( \hat{I} \theta', \eta' \right), \quad b((\eta, v); \gamma) := (\gamma, \eta - \eta'), \]
for all \( (\theta, w), (\eta, v) \in H, \gamma \in L^2(\Omega) \) a.e. in \( \mathcal{J} \). It is straightforward that \( a(\cdot, \cdot) \) is \( K \)-elliptic, where \( K \) is the kernel of \( b \), and \( b(\cdot, \cdot) \) satisfies an inf-sup condition (see for example [4], Sect. 5). Then, from Theorem 2.7, we have
\[
\| (\theta, w) \|_{L^\ell(0,t; \mathcal{V})} + \| \gamma \|_{L^\ell(0,t; L^2(\Omega))} \lesssim \| f \|_{L^\ell(0,t; L^2(\Omega))},
\]
where the hidden constant is uniform in \( \lambda \).

Finally, we note that using the differential equations satisfied by the solutions of the mixed formulation in the distributional sense (see for example [9], Prop. 3 for the case of a rod), the following additional regularity result holds
\[
\| \theta \|_{L^\ell(0,t; H^2(\Omega))} + \| w \|_{L^\ell(0,t; H^2(\Omega))} + \| \gamma \|_{L^\ell(0,t; H^1(\Omega))} \lesssim \| f \|_{L^\ell(0,t; L^2(\Omega))}, \tag{4.8}
\]
Note that by defining the form
\[ B_{\epsilon}(\theta, w; (\eta, v)) := \left( \dot{\theta}', \eta' \right) + \frac{\epsilon^{-2}}{2(1 + \nu)} \left( \ddot{\lambda}(\theta - w'), \eta - v' \right), \]
Problem 4.1 can be written as: Given \( f \in L^\ell(J; L^2(\Omega)) \), find \((\theta, w) \in L^\ell(J; \mathcal{V})\) such that
\[ B_{\epsilon}(\theta, w; (\eta, v)) = (f, v) + \int_0^t \tilde{B}_{\epsilon}(t, s, (\theta(s), w(s)); (\eta, v)) \, ds, \quad (4.9) \]
where the form \( \tilde{B}_{\epsilon}(\cdot, \cdot; (\cdot, \cdot)) \) is defined by
\[ \tilde{B}_{\epsilon}(t, s, (\theta(s), w(s)); (\eta, v)) := \tilde{E}(t - s)B_{\epsilon}(\theta(s), w(s); (\eta, v)). \]
Hence, (4.9) fits in the theory provided in [46]. Indeed, note that thanks to the Poincaré inequality, the form \( B_{\epsilon}(\cdot, \cdot; (\cdot, \cdot)) \) satisfies (see for instance [4])
\[ \| (\eta, v) \|_\mathcal{V} \lesssim [B_{\epsilon}(\eta, v)]^{1/2} \lesssim (1 + \epsilon^{-2}) \| (\eta, v) \|_\mathcal{V}, \]
and consequently, the form \( \tilde{B}_{\epsilon}(\cdot, \cdot; (\cdot, \cdot)) \) satisfies a similarity condition in the sense of Assumption 1 from [46], i.e.,
\[ \| \tilde{B}_{\epsilon}(t, s, (\theta(s), w(s)); (\eta, v)) \| \lesssim (1 + \epsilon^{-2}) \| (\eta, v) \|_\mathcal{V}. \]
Therefore, resorting to the differential equations satisfied by the solution of (4.9), we have that
\[ \| \theta \|_{L^\ell(0, t; H^2(\Omega))} + \| w \|_{L^\ell(0, t; H^2(\Omega))} + \epsilon^{-2} \| \theta - w' \|_{L^\ell(0, t; H^1(\Omega))} \lesssim \| f \|_{L^\ell(0, t; L^2(\Omega))}, \quad (4.10) \]
holds, where the hidden constant is independent of \( \epsilon \).

The importance of including this problem is that it will allow to improve the error estimates provided by our numerical scheme using weaker norms (see Sect. 4.1.1 below).

4.1.1. Finite element analysis

Now our task is to analyze a conforming finite element semi-discretization for the beam mixed formulation provided previously. The main goal is to derive error estimates, independent of the thickness parameter. As a starting point, consider a finite partition \( \mathcal{T}_h = \{ \Omega_i \}_{i=1}^n \) of the computational domain \( \Omega \) such that \( \Omega_i = [x_{i-1}, x_i], \) with length \( h_i = x_i - x_{i-1}, \) and satisfying \( \bigcap_{i=1}^n \Omega_i = \emptyset \) and \( \Omega = \bigcup_{i=1}^n \overline{\Omega}_i, i = 1, \ldots, n. \) The maximum interval length is denoted by \( h = \max_{1 \leq i \leq n} h_i. \)

The approximations will be based in the following finite element spaces:
\[ H_h := \{ v \in H^1_0(\Omega) : v|_{\Omega_i} \in \mathcal{P}_1(\Omega_i), \Omega_i \in \mathcal{T}_h \}, \]
\[ Q_h := \{ q \in L^2(\Omega) : q|_{\Omega_i} \in \mathcal{P}_0(\Omega_i), \Omega_i \in \mathcal{T}_h \}, \]
where \( \mathcal{V}_h := H_h \times H_h \) approximates the displacement and rotations, and the shear stress is approximated with the piecewise constants of \( Q_h. \)

We also recall the Lagrange interpolant \( L_h : C(\overline{\Omega}) \to H_h \) and the classic \( L^2 \) projector onto constants \( \Pi_h : L^2(\Omega) \to Q_h, \) such that the estimates
\[ \| u - L_h u \|_{H^1(\Omega)} \lesssim h \| u \|_{H^2(\Omega)}, \quad \text{and} \quad \| v - \Pi_h(v) \|_{L^2(\Omega)} \lesssim h \| v \|_{H^1(\Omega)} \quad (4.11) \]
hold (see [17], Sect. 1.1.3 and [17], Sect. 1.6.3, respectively).

From the above estimates, it follows that the more regular spaces required in the abstract setting are given by
\[ \mathcal{V}_{++} := H^2(\Omega) \times H^2(\Omega) \quad \text{and} \quad Q_{++} := H^1(\Omega). \]

Now, the corresponding semi-discrete counterpart of Problem 4.2 is given as follows:
Problem 4.3. Find \((\theta_h, w_h, \gamma_h) \in L^t(J; \mathcal{V}_h)\) such that

\[
\begin{aligned}
\left\{ \begin{array}{l}
\left( \dot{I} \theta_h, \eta' \right) + (\gamma_h, \eta - v') = (f, v) + \int_0^t \dot{E}(t-s) \left[ \left( \dot{I} \theta_h(s), \eta' \right) + (\gamma_h(s), \eta - v') \right] \, ds, \\
(\theta_h - w'_h, \psi) - \lambda \left( \gamma_h / \hat{A}, \psi \right) = 0,
\end{array} \right.
\end{aligned}
\]

for all \((v, \eta) \in \mathcal{V}_h\) and for all \(\psi \in \mathcal{Q}_h\).

Following Section 5 of [4], we observe that the restriction of \(a(\cdot, \cdot)\) to \(\mathcal{V}_h\) satisfies the ellipticity condition in \(K_h\), while the restriction \(b(\cdot, \cdot)\) to \(\mathcal{V}_h \times \mathcal{Q}_h\) satisfies an inf-sup condition. Thus, applying Theorem 3.3 we obtain that

\[
\|\theta - \theta_h\|_{L^t(0,T; \mathcal{V})} + \|\gamma - \gamma_h\|_{L^t(0,T; L^2(\Omega))} \lesssim \inf_{(\eta, v) \in \mathcal{V}_h} \|\theta - (\eta, v)\|_{L^t(0,T; \mathcal{V})} + \inf_{\psi \in \mathcal{Q}_h} \|\gamma - \psi\|_{L^t(0,T; L^2(\Omega))},
\]

where the hidden constant is independent of \(h\) and \(\lambda\).

Hence, we have the following convergence rate for the semi-discrete mixed Problem 4.3.

Proposition 4.4. Let \((\theta, w, \gamma) \in L^t(J; H \times L^2(\Omega))\) and \((\theta_h, w_h, \gamma_h) \in L^t(J; \mathcal{V}_h \times \mathcal{Q}_h)\) be the solutions of Problems 4.2 and 4.3, respectively. Then, if \(f \in L^t(J; L^2(\Omega))\), we have

\[
\|\theta - \theta_h\|_{L^t(0,T; \mathcal{V})} + \|\gamma - \gamma_h\|_{L^t(0,T; L^2(\Omega))} \lesssim h \|f\|_{L^t(0,T; L^2(\Omega))},
\]

where the hidden constant is independent of \(h\) and \(\lambda\).

Proof. The proof follows from (4.12), the error estimates (4.8), and estimates (4.11). \(\square\)

In what follows, we will consider the dual-backward version of Problem 4.3 to obtain an additional error estimate. Note that the estimate for \(\gamma\) is not possible to be improved since the choice of a space less regular than \(L^2(\Omega)\) is not available. Also, note that the abstract setting suggests that \((\mathcal{V}_-)' = \mathcal{V}_+ = L^2(\Omega) \times L^2(\Omega)\). However, we can take advantage of the connection between the proposed mixed formulation and a reduced integration scheme. Indeed, it is known that for Timoshenko beams, in order to prevent locking, the following condition is enforced

\[
\Pi_h(\theta_h) - w'_h = 0.
\]

The space integrals involving the shear terms are computed using a Gauss numerical quadrature scheme with \(k\) points per element on the quantities \((\theta_h - w_h)(\eta - v)\).

The following result summarizes this approach, stated in Proposition 7.2.5 from [10] as a direct consequence of a more general approach given in [6].

Theorem 4.5. For any continuous piecewise-\(\mathbb{P}_k\) function \(\theta\), inside each element \(\Pi_h(\theta)\) is the unique \(\mathbb{P}_{k-1}\) polynomial that takes the same values as \(\theta\) at the \(k\) points of the Gauss numerical quadrature.

Following this approach and with the help of \(\Pi_h\), together with the second equation of Problem 4.3, we have

\[
\gamma_h := \frac{\epsilon^{-2}}{2(1+\nu)} \hat{A} (\Pi_h(\theta_h) - w'_h).
\]

By replacing this approximation in the corresponding first equation of Problem 4.3 gives that the solutions \((\theta_h, w_h)\) of Problem 4.3 solves: Find \((\theta_h, w_h) \in L^t(J; \mathcal{V}_h)\) such that

\[
\begin{aligned}
\left( \dot{I} \theta_h, \eta' \right) + \frac{\epsilon^{-2}}{2(1+\nu)} \left( \hat{A} \Pi_h(\theta_h - w'_h), \eta - v' \right) - \int_0^t \dot{E}(t-s) \left[ \left( \dot{I} \theta_h(s), \eta' \right) + \left( \hat{A} \Pi_h(\theta_h(s) - w'_h(s)), \eta - v' \right) \right] \, ds &= (f, v),
\end{aligned}
\]

\[(\theta_h - w'_h, v) - \lambda \left( \gamma_h / \hat{A}, v \right) = 0,
\]
for all \((v, \eta) \in \mathcal{V}_h\), which corresponds to a reduced integration scheme.

Now we are in position to improve the convergence rate of the scheme.

**Proposition 4.6.** Let \((\theta, w) \in \mathcal{V}\) and \((\theta_h, w_h) \in \mathcal{V}_h\) be the solutions to (4.9) and (4.14). Denote by \(e_\theta = \theta - \theta_h\) and \(e_w = w - w_h\) the errors. Then it follows that

\[
\| (\theta, w) - (\theta_h, w_h) \|_{L^t(0, \tau; L^2(\Omega)^2)} \lesssim h^2 \| f \|_{L^t(0, \tau; L^2(\Omega))},
\]

where the hidden constant is independent of \(h\) and \(\lambda\).

**Proof.** Following the construction of the dual-backward problem (3.6) and using the same variable substitution to write it in forward form as in (3.7), we construct a forward form of the dual version of (4.9) satisfying all the necessary regularity properties such as (4.10).

Given \((f_+, g_+) \in L^r(0, \tau; \mathcal{V}_h^\prime)\), we consider the dual problem: Find \((\rho, \mu) \in L^r(0, \tau; \mathcal{V})\) such that a.e. in \([0, \tau]\),

\[
B_e((\eta, v); (\rho, \mu)) = \langle (f_+, g_+), (\eta, v) \rangle_{\mathcal{V}} + \int_0^\tau \tilde{B}_e(s, t)((\eta, v); (\rho(s), \mu(s))) \, ds,
\]

for all \((\eta, v) \in \mathcal{V}\). Note that this is slightly more general version of (4.9) because of the presence of \(g_+\). From (4.10) we have

\[
\| \rho \|_{L^t(0, \tau; H^2(\Omega))} + \| \mu \|_{L^t(0, \tau; H^2(\Omega))} \lesssim \| (f_+, g_+) \|_{L^t(0, \tau; L^2(\Omega)^2)}.
\]

(4.15)

Following the arguments from Theorem 3.4, we take time dependent test functions \((\eta(t), v(t)) \in L^f(0, \tau; \mathcal{V})\), integrate in \([0, \tau]\), and interchange the order of integration in order to have

\[
\int_0^\tau \langle (f_+, g_+), (\eta(t), v(t)) \rangle_{\mathcal{V}} = \int_0^\tau \left\{ B_e((\eta(t), v(t)); (\rho(t), \mu(t))) - \int_0^t \tilde{B}_e(t, s; (\eta(s), v(s)); (\rho(t), \mu(t))) \, ds \right\} dt.
\]

Setting \((\eta(t), v(t)) = (e_\theta(t), e_w(t))\) and taking

\[
(f_+(t), g_+(t)) = z(t)(e_\theta(t), e_w(t)) \| (e_\theta(t), e_w(t)) \|_{L^f(\Omega)^2},
\]

we obtain

\[
\int_0^\tau z(t) \| (e_\theta(t), e_w(t)) \|_{L^f(\Omega)^2} = \int_0^\tau \left\{ B_e((e_\theta(t), e_w(t)); (\rho(t), \mu(t))) - \int_0^t \tilde{B}_e(t, s; (e_\theta(s), e_w(s)); (\rho(t), \mu(t))) \, ds \right\} dt.
\]

(4.16)

Since \((\theta_h, w_h) \in \mathcal{V}_h\) is the solution of (4.14) (resp. Problem 4.3), this pair also solves the corresponding discrete version of (4.9). Hence we use its error equation in order to have, for all \((\rho_h, \mu_h) \in \mathcal{V}_h\), the following identity

\[
B_e((e_\theta, e_w); (\rho_h, \mu_h)) = \int_0^t \tilde{B}_e(t, s)((e_\theta(s), e_w(s)); (\rho_h(s), \mu_h)) \, ds = 0.
\]

(4.17)

Then, setting \(e_\rho := \rho - \rho_h\) and \(e_\mu := \mu - \mu_h\), from (4.16) and (4.17) we obtain

\[
\int_0^\tau z(t) \| (e_\theta, e_w) \|_{L^f(\Omega)^2} = \int_0^\tau \left\{ B_e((e_\theta, e_w); (e_\rho, e_\mu)) - \int_0^t \tilde{B}_e(t, s; (e_\theta(s), e_w(s)); (e_\rho(s), e_\mu)) \, ds \right\} dt.
\]

(4.18)

Here, we observe that the form \(B_e((\cdot, \cdot); (\cdot, \cdot))\) satisfy the following relation

\[
B_e((e_\theta, e_w); (e_\rho, e_\mu)) = (e_\theta, e_\theta') + \frac{\epsilon^{-2}}{2(1 + \nu)}(\theta - w')(\theta_h - w_h') - (\theta - w)(\rho - \rho_h) - (\mu - \mu_h),
\]
with a similar result for \( \tilde{B}_e(\cdot, \cdot; \cdot, \cdot; \cdot, \cdot) \). Then, Hölder’s inequality and Lemma 2.4 allow us to obtain

\[
\| (\mathbf{e}_\theta, \mathbf{e}_w) \|_{L^2(0, \tau; L^2(\Omega)^2)} \lesssim \left( \| (\mathbf{e}_\theta, \mathbf{e}_w) \|_{L^2(0, \tau; \mathbb{Y})} \right) \times \left( \| \mathbf{e}_\gamma \|_{L^2(0, \tau; L^2(\Omega))} \right).
\]

Hence, the desired estimate follows by taking \( \tau = t \) in (4.19) and Proposition 4.4, together with (4.13), (4.15), and estimate (4.11).

4.1.2. Numerical tests

Now we report a series of numerical tests in order to confirm our theoretical results. The algorithms have been implemented in FEniCS [1].

In the following, the experimental nature of the relaxation modulus is replaced by assumed values of spring constants and viscosity parameters in order to consider the Standard Linear Solid model (SLS). The relaxation and shear modulus for this material are given by the truncated Prony series:

\[
E(t) = \frac{k_1 k_2}{k_1 + k_2} + \left( k_1 - \frac{k_1 k_2}{k_1 + k_2} \right) e^{-t/\tau}, \quad G(t) = \frac{E(t)}{2(1 + \nu)},
\]

where \( \tau = \eta/(k_1 + k_2) \). We will consider \( \nu = 0.35 \) in all the experiments.

We consider the physical parameters considered in [38]. More precisely, we consider an homogeneous rectangular beam of length \( L = 4 \) m, with base \( b = 0.08 \) m and thickness \( d \). The corresponding moment of inertia is \( I = 0.08 d^3/12 \) m⁴ and the cross section area is \( A = 0.08 d \) m². We set the thickness parameter as \( \varepsilon = I/AL^2 \).

On the other hand, the creep load for the beam is \( f(\bar{x}, t) = 8 H(t) \) N/m, where \( \bar{x} = x/L \). This case considers the SLS parameters \( k_1 = 9.8 \times 10^7 \) N/m², \( k_2 = 2.44 \times 10^7 \) N/m² and \( \eta = 2.74 \times 10^8 \) N.s/m². The observation time is 10 s with step size \( \Delta t = 0.002 \). The quasi-static analytical solution is obtained by means of the corresponding principle [37], and is given by (see for example [50]):

\[
w(\bar{x}, t) = \tilde{f}(\bar{x}, t) \left[ \frac{L^4}{24I} (\bar{x} - 2\bar{x}^3 + \bar{x}^4) + \frac{L^2}{2G_0 A} \bar{x}(1 - \bar{x}) \right] J(t),
\]

\[
\theta(\bar{x}, t) = \tilde{f}(\bar{x}, t) \left[ \frac{L^3}{24I} (1 - 6\bar{x}^2 + 4\bar{x}^3) \right] J(t),
\]

where \( \tilde{f}(\bar{x}, t) = \varepsilon^3 f(\bar{x}, t) \), \( G_0 = k_s/2(1 + \nu) \) and \( J(t) \) is the creep compliance computed from \( E(t) \).

Tables 1–3 report the experimental error when \( \ell = 1, 2, \infty \), for the transverse displacement \( w \), the rotation \( \theta \) and the shear \( \gamma \) in the \( L^2 \) norm, whereas Tables 4–5 show the energy norm for the corresponding history behavior. Although the measured error for each mesh size is different between the computed norms, we observe that our method recovers the predicted convergence rates for the implemented finite elements. Since we are considering a small time step, the difference between the errors for different choices of \( \ell \) is almost non-existent. This, together with the fact that the number of DOF’s considered is not large, confirms the locking-free nature of the proposed method. We end the test by depicting a comparison between the maximum deflection of \( w \) and \( w_h \) when \( d = 0.001 \) m in Figure 1. It notes that the method predicts accurately the viscoelastic behavior of the structure, compared with the exact creep compliance.

4.2. Reissner–Mindlin plate

Now we go beyond our theory, considering a mixed formulation for a Reissner–Mindlin plate. As it happens in the Timoshenko beam model, the Reissner–Mindlin plate model depends strongly on the thickness of the structure, leading to the locking phenomenon for certain numerical methods. In order to avoid this drawback, approaches such as the MITC elements (see for example [19]) are well established.
<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-1}$ m</th>
<th>$d = 10^{-2}$ m</th>
<th>$d = 10^{-3}$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$e_{0,1}(w)$</td>
<td>$r_{0,1}(w)$</td>
<td>$e_{0,1}(w)$</td>
</tr>
<tr>
<td>32</td>
<td>0.400</td>
<td>5.5631e-02</td>
<td>-</td>
<td>5.6071e-02</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>1.4032e-02</td>
<td>1.99</td>
<td>1.4143e-02</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>6.2466e-03</td>
<td>2.00</td>
<td>6.2961e-03</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>3.5157e-03</td>
<td>2.00</td>
<td>3.5435e-03</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>2.2506e-03</td>
<td>2.00</td>
<td>2.2684e-03</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>1.5631e-03</td>
<td>2.00</td>
<td>1.5755e-03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-1}$ m</th>
<th>$d = 10^{-2}$ m</th>
<th>$d = 10^{-3}$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$e_{0,2}(w)$</td>
<td>$r_{0,2}(w)$</td>
<td>$e_{0,2}(w)$</td>
</tr>
<tr>
<td>32</td>
<td>0.400</td>
<td>5.5631e-02</td>
<td>-</td>
<td>5.6071e-02</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>1.4032e-02</td>
<td>1.99</td>
<td>1.4143e-02</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>6.2466e-03</td>
<td>2.00</td>
<td>6.2961e-03</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>3.5157e-03</td>
<td>2.00</td>
<td>3.5435e-03</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>2.2506e-03</td>
<td>2.00</td>
<td>2.2684e-03</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>1.5631e-03</td>
<td>2.00</td>
<td>1.5755e-03</td>
</tr>
</tbody>
</table>

Table 2. Computed error values in $L^2(\Omega)$ and experimental rates of convergence for the rotation $\theta$ in a fully clamped viscoelastic beam.

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-1}$ m</th>
<th>$d = 10^{-2}$ m</th>
<th>$d = 10^{-3}$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$e_{0,1}(\theta)$</td>
<td>$r_{0,1}(\theta)$</td>
<td>$e_{0,1}(\theta)$</td>
</tr>
<tr>
<td>32</td>
<td>0.400</td>
<td>4.5607e-02</td>
<td>-</td>
<td>4.5607e-02</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>1.1443e-02</td>
<td>1.99</td>
<td>1.1443e-02</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>5.0889e-03</td>
<td>2.00</td>
<td>5.0889e-03</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>2.8631e-03</td>
<td>2.00</td>
<td>2.8631e-03</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>1.8326e-03</td>
<td>2.00</td>
<td>1.8326e-03</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>1.2726e-03</td>
<td>2.00</td>
<td>1.2726e-03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-1}$ m</th>
<th>$d = 10^{-2}$ m</th>
<th>$d = 10^{-3}$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$e_{0,\infty}(\theta)$</td>
<td>$r_{0,\infty}(\theta)$</td>
<td>$e_{0,\infty}(\theta)$</td>
</tr>
<tr>
<td>32</td>
<td>0.400</td>
<td>4.5607e-02</td>
<td>-</td>
<td>4.5607e-02</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>1.1443e-02</td>
<td>1.99</td>
<td>1.1443e-02</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>5.0889e-03</td>
<td>2.00</td>
<td>5.0889e-03</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>2.8631e-03</td>
<td>2.00</td>
<td>2.8631e-03</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>1.8326e-03</td>
<td>2.00</td>
<td>1.8326e-03</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>1.2726e-03</td>
<td>2.00</td>
<td>1.2726e-03</td>
</tr>
</tbody>
</table>
Table 3. Error values and experimental rate of convergence of the shear $\gamma$ in a fully clamped viscoelastic beam.

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-1}m$</th>
<th>$d = 10^{-2}m$</th>
<th>$d = 10^{-3}m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$e_{0,1}(\gamma)$</td>
<td>$r_{0,1}(\gamma)$</td>
<td>$e_{0,1}(\gamma)$</td>
</tr>
<tr>
<td>32</td>
<td>0.400</td>
<td>1.0000e-01</td>
<td>-</td>
<td>1.0000e-01</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>5.0000e-02</td>
<td>1.00</td>
<td>5.0000e-02</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>3.3333e-02</td>
<td>1.00</td>
<td>3.3333e-02</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>2.5000e-02</td>
<td>1.00</td>
<td>2.5000e-02</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>2.0000e-02</td>
<td>1.00</td>
<td>2.0000e-02</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>1.6667e-02</td>
<td>1.00</td>
<td>1.6667e-02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$e_{0,2}(\gamma)$</th>
<th>$r_{0,2}(\gamma)$</th>
<th>$e_{0,2}(\gamma)$</th>
<th>$r_{0,2}(\gamma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>0.400</td>
<td>1.0000e-01</td>
<td>-</td>
<td>1.0000e-01</td>
<td>-</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>5.0000e-02</td>
<td>1.00</td>
<td>5.0000e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>3.3333e-02</td>
<td>1.00</td>
<td>3.3333e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>2.5000e-02</td>
<td>1.00</td>
<td>2.5000e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>2.0000e-02</td>
<td>1.00</td>
<td>2.0000e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>1.6667e-02</td>
<td>1.00</td>
<td>1.6667e-02</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$e_{0,\infty}(\gamma)$</th>
<th>$r_{0,\infty}(\gamma)$</th>
<th>$e_{0,\infty}(\gamma)$</th>
<th>$r_{0,\infty}(\gamma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>0.400</td>
<td>1.0000e-01</td>
<td>-</td>
<td>1.0000e-01</td>
<td>-</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>5.0000e-02</td>
<td>1.00</td>
<td>5.0000e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>3.3333e-02</td>
<td>1.00</td>
<td>3.3333e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>2.5000e-02</td>
<td>1.00</td>
<td>2.5000e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>2.0000e-02</td>
<td>1.00</td>
<td>2.0000e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>1.6667e-02</td>
<td>1.00</td>
<td>1.6667e-02</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 4. Computed error values in $H^1(\Omega)$ and experimental rates of convergence for the transverse displacement $w$ in a fully clamped viscoelastic beam.

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-1}m$</th>
<th>$d = 10^{-2}m$</th>
<th>$d = 10^{-3}m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$e_{1,1}(w)$</td>
<td>$r_{1,1}(w)$</td>
<td>$e_{1,1}(w)$</td>
</tr>
<tr>
<td>32</td>
<td>0.400</td>
<td>1.8668e-01</td>
<td>-</td>
<td>1.8799e-01</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>9.2999e-02</td>
<td>1.01</td>
<td>9.3651e-02</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>6.1957e-02</td>
<td>1.00</td>
<td>6.2391e-02</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>4.6456e-02</td>
<td>1.00</td>
<td>4.6782e-02</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>3.7161e-02</td>
<td>1.00</td>
<td>3.7421e-02</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>3.0965e-02</td>
<td>1.00</td>
<td>3.1183e-02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$e_{1,2}(w)$</th>
<th>$r_{1,2}(w)$</th>
<th>$e_{1,2}(w)$</th>
<th>$r_{1,2}(w)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>0.400</td>
<td>1.8668e-01</td>
<td>-</td>
<td>1.8799e-01</td>
<td>-</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>9.2999e-02</td>
<td>1.01</td>
<td>9.3651e-02</td>
<td>1.01</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>6.1957e-02</td>
<td>1.00</td>
<td>6.2391e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>4.6456e-02</td>
<td>1.00</td>
<td>4.6782e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>3.7161e-02</td>
<td>1.00</td>
<td>3.7421e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>3.0965e-02</td>
<td>1.00</td>
<td>3.1183e-02</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$e_{1,\infty}(w)$</th>
<th>$r_{1,\infty}(w)$</th>
<th>$e_{1,\infty}(w)$</th>
<th>$r_{1,\infty}(w)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>0.400</td>
<td>1.8668e-01</td>
<td>-</td>
<td>1.8799e-01</td>
<td>-</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>9.2999e-02</td>
<td>1.01</td>
<td>9.3651e-02</td>
<td>1.01</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>6.1957e-02</td>
<td>1.00</td>
<td>6.2391e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>4.6456e-02</td>
<td>1.00</td>
<td>4.6782e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>3.7161e-02</td>
<td>1.00</td>
<td>3.7421e-02</td>
<td>1.00</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>3.0965e-02</td>
<td>1.00</td>
<td>3.1183e-02</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Table 5. Computed error values in $H^1(\Omega)$ and experimental rate of convergence of the rotation $\theta$ in a fully clamped viscoelastic beam.

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-1}$ m</th>
<th>&amp;</th>
<th>$d = 10^{-2}$ m</th>
<th>&amp;</th>
<th>$d = 10^{-3}$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$e_{1,1}(\theta)$</td>
<td>$r_{1,1}(\theta)$</td>
<td>$e_{1,1}(\theta)$</td>
<td>$r_{1,1}(\theta)$</td>
<td>$e_{1,1}(\theta)$</td>
</tr>
<tr>
<td>32</td>
<td>0.400</td>
<td>2.2271e-01</td>
<td>-</td>
<td>2.2271e-01</td>
<td>-</td>
<td>2.2271e-01</td>
</tr>
<tr>
<td>62</td>
<td>0.200</td>
<td>1.1169e-01</td>
<td>1.00</td>
<td>1.1169e-01</td>
<td>1.00</td>
<td>1.1169e-01</td>
</tr>
<tr>
<td>92</td>
<td>0.133</td>
<td>7.4502e-02</td>
<td>1.00</td>
<td>7.4502e-02</td>
<td>1.00</td>
<td>7.4502e-02</td>
</tr>
<tr>
<td>122</td>
<td>0.100</td>
<td>5.5888e-02</td>
<td>1.00</td>
<td>5.5888e-02</td>
<td>1.00</td>
<td>5.5888e-02</td>
</tr>
<tr>
<td>152</td>
<td>0.080</td>
<td>4.4714e-02</td>
<td>1.00</td>
<td>4.4714e-02</td>
<td>1.00</td>
<td>4.4714e-02</td>
</tr>
<tr>
<td>182</td>
<td>0.067</td>
<td>3.7264e-02</td>
<td>1.00</td>
<td>3.7264e-02</td>
<td>1.00</td>
<td>3.7264e-02</td>
</tr>
</tbody>
</table>

Figure 1. Comparison between exact and discrete maximum deflections, $w$ and $w_h$, in the viscoelastic Timoshenko beam, where $d = 10^{-3}$ m and $\Delta t = 0.002$.

For our purposes, we consider that the plate is clamped. Let us recall the following standard definitions

\[
\text{div} \, \eta := \partial_1 \eta_1 + \partial_2 \eta_2, \quad \text{rot} \, \eta := \partial_1 \eta_2 - \partial_2 \eta_1, \quad \nabla v := (\partial_1 v, \partial_2 v)^t, \\
\text{curl} \, v := (\partial_2 v, -\partial_1 v)^t, \quad \text{div} \, \tau := \begin{pmatrix} \partial_1 \tau_{11} + \partial_2 \tau_{12} \\ \partial_1 \tau_{21} + \partial_2 \tau_{22} \end{pmatrix}, \quad \nabla \eta := \begin{pmatrix} \partial_1 \eta_1 & \partial_2 \eta_1 \\ \partial_1 \eta_2 & \partial_2 \eta_2 \end{pmatrix},
\]

where $t$ denotes the transpose operator.
For $0 < d \leq 1$, let $\Omega \times (-\frac{d}{2}, \frac{d}{2})$ be the region occupied by the plate, where $\Omega \subset \mathbb{R}^2$ is an open and convex domain with Lipschitz boundary $\partial \Omega$. We denote the inner product in $L^2$ for tensor, vector and scalar functions by $(\cdot, \cdot)$.

From the constitutive relations (4.2) and inspired by [19], we propose the following viscoelastic Reissner–Mindlin plate system

\[
\begin{aligned}
- \text{div} \, \mathcal{C} \varepsilon(\theta) - \gamma &= -f - \int_0^t \dot{E}(t-s) \{\text{div} \, \mathcal{C} \varepsilon(\theta(s)) + \gamma(s)\} \, ds, \\
- \text{div} \gamma &= g - \int_0^t \dot{E}(t-s) \text{div} \gamma(s) \, ds, \\
\gamma &= \frac{\kappa}{d^2} (\nabla w - \theta), \\
w &= 0, \quad \theta = 0,
\end{aligned}
\]

where $\kappa := k_e/2(1+\nu)$, $g$ is the scaled distributed transverse load, $f$ is a volume density load, and $\mathcal{C}$ is a unit elastic modulus, whose action is given by

\[
\mathcal{C} \tau := \frac{1}{12(1-\nu^2)} [(1-\nu) \tau + \nu \text{tr}(\tau) \mathbb{I}], \quad \tau \in L^2(\Omega)^{2 \times 2}.
\]

Now we introduce a mixed Volterra formulation for the Reissner–Mindlin plate.

**Problem 4.7.** Given $(f, g) \in L^1(J ; L^2(\Omega) \times L^2(\Omega))$, find $(\theta, w, \gamma) \in L^1(J ; H_0^1(\Omega) \times H_0^1(\Omega) \times L^2(\Omega))$ such that

\[
\begin{aligned}
a(\theta, \eta) + b(\eta, v, \gamma) &= L(\eta, v) + \int_0^t \dot{E}(t-s) [a(\theta(s), \eta) + b(\eta, v, \gamma(s))] \, ds, \\
b(\eta, w, q) - \frac{d^2}{\kappa} (\gamma, q) &= 0,
\end{aligned}
\]

for all $(\eta, v) \in H_0^1(\Omega) \times H_0^1(\Omega)$ and for all $q \in L^2(\Omega)$, where $L(\eta, v) := (g, v) - (f, \eta)$.

Here, the bilinear forms $a : H_0^1(\Omega) \times H_0^1(\Omega) \to \mathbb{R}$ and $b : H_0^1(\Omega) \times H_0^1(\Omega) \times L^2(\Omega) \to \mathbb{R}$ are defined by

\[
a(\theta, \eta) := (\mathcal{C} \varepsilon(\theta), \varepsilon(\eta)), \quad b(\eta, v, q) := (q, \nabla v - \eta).
\]

Observe that the bilinear form $a(\cdot, \cdot)$ is elliptic due to Korn’s inequality. Also, our framework suggests that $\mathcal{V} := H_0^1(\Omega) \times H_0^1(\Omega)$ and $Q := L^2(\Omega)$. On the other hand, $b(\cdot, \cdot, \cdot)$ does not satisfy an inf-sup condition in $Q$ since the associated linear operator $\mathcal{B} : \mathcal{V} \to \mathcal{Q}'$, $\mathcal{B} : (\eta, v) \to (\nabla v - \eta)$ is not surjective. According to Remark 10.4.4 from [8], one must consider $Q = H_0^1(\text{rot} ; \Omega)$ in order to satisfy an inf-sup condition, but that implies that the problem becomes into a *singular perturbation problem*, whose analysis is not covered with the present abstract framework.

### 4.2.1. Finite element discretization

The following numerical scheme is inspired by Durán and Liberman [16] and Section 6 of [19]. Let $\mathcal{T}_h$ be a regular family of triangulation of $\Omega$. Let $H_h, W_h, \Gamma_h$ be finite element spaces associated with $\mathcal{T}_h$ such that

\[
H_h \subset H_0^1(\Omega), \quad W_h \subset H_0^1(\Omega), \quad \Gamma_h \subset L^2(\Omega).
\]

For efficient locking-free methods, the relation $\nabla W_h \subset \Gamma_h$ is assumed. Let $\Pi^F$ be an interpolation operator mapping $H_0^1(\Omega)$ to $\Gamma_h$. Then, the corresponding finite element discretization of the viscoelastic Reissner–Mindlin plate is as follows.
Problem 4.8. Find \((\theta_h, w_h, \gamma_h) \in L^2(\mathcal{J}; H_h \times W_h \times \Gamma_h)\) such that given \((f, g) \in L^2(\mathcal{J}; L^2(\Omega) \times L^2(\Omega))\), we have
\[
\begin{align*}
\{& a(\theta_h, \eta) + b((\eta, v), \gamma_h) = L(\eta, v) + \int_0^t \dot{E}(t-s)[a(\theta_h(s), \eta) + b((\eta, v), \gamma_h(s))] \, ds, \\
& b((\theta_h, w_h), q) - \frac{d^2}{K}(\gamma_h, q) = 0,
\end{align*}
\]
for all \((\eta, v) \in H_h \times W_h\) and for all \(q \in \Gamma_h\).

The bilinear forms for this case are given by:
\[
a(\theta_h, \eta) := (C \varepsilon(\theta_h), \varepsilon(\eta)), \quad b((\theta_h, v), q) := (q, \nabla v - \Pi^F \theta_h).
\]

Now we propose specific spaces for a locking-free method. We recall that \(\Omega\) is assumed to be a convex polygonal domain. Let us denote by \(E\) and \(n\) the set of edges in the mesh \(\mathcal{P}_h\) and the unit normal vector, respectively. We denote by \(M_k\) the space of piecewise polynomials of degree \(\leq k\), and the corresponding vector-valued analogue by \(M_k := M_k \times M_k\). The Durán–Liberman element \([16]\) corresponds to the choices
\[
H_h = \{ \theta \in M_2 \cap H^1_0 \ : \ \theta \cdot n \in \mathcal{P}_1(e), \ e \in E \}, \quad W_h = M_1 \cap H^1_0, \quad \Gamma_h = RT_0^+,
\]
where \(RT_0^+\) denotes the Raviart-Thomas discretization of the lowest order to \(H(\text{rot})\). From this we take \(\Pi^F\) as the usual interpolant into \(RT_0^+\), defined for \(\gamma \in H^1(\Omega)\) by
\[
\int_e \Pi^F \gamma \cdot s = \int_e \gamma \cdot s, \quad e \in E.
\]

The choice of the aforementioned spaces and the interpolant \(\Pi^F\) results in a locking-free scheme for the viscoelastic Reissner-Mindlin plate. The expected convergence rates should be similar to those of an elastic plate. We explore this in the next section.

4.2.2. Numerical tests.

Finally, we report a series of numerical tests in order to evaluate the accuracy of the scheme presented above for the viscoelastic plate problem. In order to continue with the uniformity of the experiments, the material selected is the same as the one used in the beam, i.e., the SLS model. For this experiment we consider an observation time \(T = 20\) s, with 5000 time steps. The plate domain is \(\Omega = (0, 1)^2\) and is assumed to be clamped in its whole boundary. The selected thickness are \(10^{-3}\) m, \(10^{-4}\) m and \(10^{-5}\) m, with Poisson’s ratio 0.3. For the numerical implementation, we wrote a FEniCS code. The reduction operator was obtained with the help of FEniCS-shells \([25]\). The quasi-static analytical solution is derived from \([14]\) and the correspondence principle. For instance, we have
\[
w(x, y, t) = J(t)\tilde{w}(x, y), \quad \beta_1(x, y, t) = J(t)\tilde{\beta}_1(x, y), \quad \beta_2(x, y, t) = J(t)\tilde{\beta}_2(x, y),
\]
where \(J(t)\) is the creep compliance \([37]\), and
\[
\begin{align*}
\tilde{w}(x, y) &= \frac{1}{3} x^3(x-1)^3 y^3(y-1)^3 - \frac{2d^2}{5(1-\nu)} [y^3(y-1)^3 x(x-1)(5x^2 - 5x + 1) \\
&\quad + x^3(x-1)^3 y(y-1)(5y^2 - 5y + 1)], \\
\tilde{\beta}_1(x, y) &= y^3(y-1)^3 x^2(x-1)^2(2x - 1), \\
\tilde{\beta}_2(x, y) &= x^3(x-1)^3 y^2(y-1)^2(2y - 1).
\end{align*}
\]

Tables 6–10 show the behavior of the error when is computed with different values of \(\ell\) with respect to the energy norm and the usual \(L^2\) norm. Since the time step is one order of magnitude smaller than the smallest mesh size considered, there is no influence on the choice of \(\ell\). Similar to the beam case, the experimental
Table 6. Computed error values in $L^2(\Omega)$ and experimental rates of convergence of the transverse displacement $w$ in a fully clamped viscoelastic Reissner–Mindlin plate.

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-3}$ m</th>
<th>$d = 10^{-4}$ m</th>
<th>$d = 10^{-5}$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$e_{0,1}(w)$</td>
<td>$r_{0,1}(w)$</td>
<td>$e_{0,1}(w)$</td>
</tr>
<tr>
<td>1323</td>
<td>0.141</td>
<td>9.6331e-02</td>
<td>-</td>
<td>9.6326e-02</td>
</tr>
<tr>
<td>2883</td>
<td>0.094</td>
<td>4.0489e-02</td>
<td>2.14</td>
<td>4.0474e-02</td>
</tr>
<tr>
<td>5043</td>
<td>0.071</td>
<td>2.1939e-02</td>
<td>2.13</td>
<td>2.1918e-02</td>
</tr>
<tr>
<td>7803</td>
<td>0.057</td>
<td>1.3704e-02</td>
<td>2.11</td>
<td>1.3678e-02</td>
</tr>
<tr>
<td>11163</td>
<td>0.047</td>
<td>9.3621e-03</td>
<td>2.09</td>
<td>9.3344e-03</td>
</tr>
<tr>
<td>15123</td>
<td>0.040</td>
<td>6.8005e-03</td>
<td>2.07</td>
<td>6.7710e-03</td>
</tr>
</tbody>
</table>

DOF $h$ $e_{0,2}(w)$ $r_{0,2}(w)$ $e_{0,2}(w)$ $r_{0,2}(w)$ $e_{0,2}(w)$ $r_{0,2}(w)$

| 1323 | 0.141 | 9.6331e-02    | -              | 9.6326e-02    | -              | 9.6326e-02    | -              |
| 2883 | 0.094 | 4.0489e-02    | 2.14           | 4.0474e-02    | 2.14           | 4.0473e-02    | 2.14           |
| 5043 | 0.071 | 2.1939e-02    | 2.13           | 2.1918e-02    | 2.13           | 2.1917e-02    | 2.13           |
| 7803 | 0.057 | 1.3704e-02    | 2.11           | 1.3678e-02    | 2.11           | 1.3678e-02    | 2.11           |
| 11163| 0.047 | 9.3621e-03    | 2.09           | 9.3344e-03    | 2.10           | 9.3341e-03    | 2.10           |
| 15123| 0.040 | 6.8005e-03    | 2.07           | 6.7710e-03    | 2.08           | 6.7707e-03    | 2.08           |

DOF $h$ $e_{0,\infty}(w)$ $r_{0,\infty}(w)$ $e_{0,\infty}(w)$ $r_{0,\infty}(w)$ $e_{0,\infty}(w)$ $r_{0,\infty}(w)$

| 1323 | 0.141 | 9.6331e-02    | -              | 9.6326e-02    | -              | 9.6326e-02    | -              |
| 2883 | 0.094 | 4.0489e-02    | 2.14           | 4.0474e-02    | 2.14           | 4.0473e-02    | 2.14           |
| 5043 | 0.071 | 2.1939e-02    | 2.13           | 2.1918e-02    | 2.13           | 2.1917e-02    | 2.13           |
| 7803 | 0.057 | 1.3704e-02    | 2.11           | 1.3678e-02    | 2.11           | 1.3678e-02    | 2.11           |
| 11163| 0.047 | 9.3621e-03    | 2.09           | 9.3344e-03    | 2.10           | 9.3341e-03    | 2.10           |
| 15123| 0.040 | 6.8005e-03    | 2.07           | 6.7710e-03    | 2.08           | 6.7707e-03    | 2.08           |

Figure 2. Evolution of the viscoelastic displacement $w_h$ in the fully clamped plate, where $d = 10^{-3}$ m and $\Delta t = 0.004$.

Convergence orders are optimal, coinciding with those obtained in elastic plates in [16, 19]. This, together with the low number of degrees of freedom used, shows that the method is locking-free. In Figures 2 and 3, we present the evolution of the transverse displacement $w_h$ and the components of the rotation vector $\theta_h = (\theta_{1h}, \theta_{2h})$ at different times steps to verify that the method takes into account the presence of the creep compliance, typical of the SLS material.

We end this section reporting the creep compliance for $w$ and $w_h$ in the center of the plate, i.e., the point of maximum deflection. In Figure 4, the bounded creep behavior is clearly visible, and also, is observable how the viscoelastic discrete and exact solution match almost exactly.
Table 7. Computed error values in $L^2(\Omega)$ and experimental rates of convergence of the rotation $\theta$ in a fully clamped viscoelastic Reissner–Mindlin plate.

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-3} m$</th>
<th>$d = 10^{-4} m$</th>
<th>$d = 10^{-5} m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$e_{0,1}(\theta)$</td>
<td>$r_{0,1}(\theta)$</td>
<td>$e_{0,1}(\theta)$</td>
</tr>
<tr>
<td>1323</td>
<td>0.141</td>
<td>9.6230e-02</td>
<td>9.6232e-02</td>
<td>9.6232e-02</td>
</tr>
<tr>
<td>2883</td>
<td>0.094</td>
<td>4.1107e-02</td>
<td>4.1102e-02</td>
<td>4.1102e-02</td>
</tr>
<tr>
<td>5043</td>
<td>0.071</td>
<td>2.2532e-02</td>
<td>2.2522e-02</td>
<td>2.2522e-02</td>
</tr>
<tr>
<td>7803</td>
<td>0.057</td>
<td>1.4185e-02</td>
<td>1.4173e-02</td>
<td>1.4173e-02</td>
</tr>
<tr>
<td>11163</td>
<td>0.047</td>
<td>9.7444e-03</td>
<td>9.7313e-03</td>
<td>9.7312e-03</td>
</tr>
<tr>
<td>15123</td>
<td>0.040</td>
<td>7.1065e-03</td>
<td>7.0924e-03</td>
<td>7.0923e-03</td>
</tr>
</tbody>
</table>

Table 8. Computed error values in $L^2(\Omega)$ and experimental rates of convergence of the rotation $\gamma$ in a fully clamped viscoelastic Reissner–Mindlin plate.

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-3} m$</th>
<th>$d = 10^{-4} m$</th>
<th>$d = 10^{-5} m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$e_{0,1}(\gamma)$</td>
<td>$r_{0,1}(\gamma)$</td>
<td>$e_{0,1}(\gamma)$</td>
</tr>
<tr>
<td>1323</td>
<td>0.141</td>
<td>3.7369e-01</td>
<td>3.7369e-01</td>
<td>3.7369e-01</td>
</tr>
<tr>
<td>2883</td>
<td>0.094</td>
<td>2.5115e-01</td>
<td>2.5115e-01</td>
<td>2.5115e-01</td>
</tr>
<tr>
<td>5043</td>
<td>0.071</td>
<td>1.8875e-01</td>
<td>1.8875e-01</td>
<td>1.8875e-01</td>
</tr>
<tr>
<td>7803</td>
<td>0.057</td>
<td>1.5106e-01</td>
<td>1.5106e-01</td>
<td>1.5106e-01</td>
</tr>
<tr>
<td>11163</td>
<td>0.047</td>
<td>1.2587e-01</td>
<td>1.2587e-01</td>
<td>1.2587e-01</td>
</tr>
<tr>
<td>15123</td>
<td>0.040</td>
<td>1.0787e-01</td>
<td>1.0787e-01</td>
<td>1.0787e-01</td>
</tr>
</tbody>
</table>
Table 9. Computed error values in $H^1(\Omega)$ and experimental rates of convergence of the transverse displacement $w$ in a fully clamped viscoelastic Reissner–Mindlin plate.

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-3}m$</th>
<th>$d = 10^{-4}m$</th>
<th>$d = 10^{-5}m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\varepsilon_{11}(w)$</td>
<td>$r_{1,1}(w)$</td>
<td>$\varepsilon_{11}(w)$</td>
</tr>
<tr>
<td>1323</td>
<td>0.141</td>
<td>2.4308e-01</td>
<td>-</td>
<td>2.4308e-01</td>
</tr>
<tr>
<td>2883</td>
<td>0.094</td>
<td>1.5965e-01</td>
<td>1.04</td>
<td>1.5965e-01</td>
</tr>
<tr>
<td>5043</td>
<td>0.071</td>
<td>1.1919e-01</td>
<td>1.02</td>
<td>1.1919e-01</td>
</tr>
<tr>
<td>7803</td>
<td>0.057</td>
<td>9.5166e-02</td>
<td>1.01</td>
<td>9.5166e-02</td>
</tr>
<tr>
<td>11163</td>
<td>0.047</td>
<td>7.9227e-02</td>
<td>1.01</td>
<td>7.9227e-02</td>
</tr>
<tr>
<td>15123</td>
<td>0.040</td>
<td>6.7871e-02</td>
<td>1.00</td>
<td>6.7869e-02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-3}m$</th>
<th>$d = 10^{-4}m$</th>
<th>$d = 10^{-5}m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\varepsilon_{1,2}(w)$</td>
<td>$r_{1,2}(w)$</td>
<td>$\varepsilon_{1,2}(w)$</td>
</tr>
<tr>
<td>1323</td>
<td>0.141</td>
<td>2.4308e-01</td>
<td>-</td>
<td>2.4308e-01</td>
</tr>
<tr>
<td>2883</td>
<td>0.094</td>
<td>1.5965e-01</td>
<td>1.04</td>
<td>1.5965e-01</td>
</tr>
<tr>
<td>5043</td>
<td>0.071</td>
<td>1.1919e-01</td>
<td>1.02</td>
<td>1.1919e-01</td>
</tr>
<tr>
<td>7803</td>
<td>0.057</td>
<td>9.5166e-02</td>
<td>1.01</td>
<td>9.5166e-02</td>
</tr>
<tr>
<td>11163</td>
<td>0.047</td>
<td>7.9227e-02</td>
<td>1.01</td>
<td>7.9227e-02</td>
</tr>
<tr>
<td>15123</td>
<td>0.040</td>
<td>6.7871e-02</td>
<td>1.00</td>
<td>6.7869e-02</td>
</tr>
</tbody>
</table>

Table 10. Computed error values in $H^1(\Omega)$ and experimental rates of convergence of the rotation $\theta$ in a fully clamped viscoelastic Reissner–Mindlin plate.

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-3}m$</th>
<th>$d = 10^{-4}m$</th>
<th>$d = 10^{-5}m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\varepsilon_{1,1}(\theta)$</td>
<td>$r_{1,1}(\theta)$</td>
<td>$\varepsilon_{1,1}(\theta)$</td>
</tr>
<tr>
<td>1323</td>
<td>0.141</td>
<td>3.3783e-01</td>
<td>-</td>
<td>3.3784e-01</td>
</tr>
<tr>
<td>2883</td>
<td>0.094</td>
<td>2.3897e-01</td>
<td>0.85</td>
<td>2.3896e-01</td>
</tr>
<tr>
<td>5043</td>
<td>0.071</td>
<td>1.8480e-01</td>
<td>0.89</td>
<td>1.8479e-01</td>
</tr>
<tr>
<td>7803</td>
<td>0.057</td>
<td>1.5080e-01</td>
<td>0.91</td>
<td>1.5078e-01</td>
</tr>
<tr>
<td>11163</td>
<td>0.047</td>
<td>1.2746e-01</td>
<td>0.92</td>
<td>1.2744e-01</td>
</tr>
<tr>
<td>15123</td>
<td>0.040</td>
<td>1.1043e-01</td>
<td>0.93</td>
<td>1.1041e-01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-3}m$</th>
<th>$d = 10^{-4}m$</th>
<th>$d = 10^{-5}m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\varepsilon_{1,2}(\theta)$</td>
<td>$r_{1,2}(\theta)$</td>
<td>$\varepsilon_{1,2}(\theta)$</td>
</tr>
<tr>
<td>1323</td>
<td>0.141</td>
<td>3.3783e-01</td>
<td>-</td>
<td>3.3784e-01</td>
</tr>
<tr>
<td>2883</td>
<td>0.094</td>
<td>2.3897e-01</td>
<td>0.85</td>
<td>2.3896e-01</td>
</tr>
<tr>
<td>5043</td>
<td>0.071</td>
<td>1.8480e-01</td>
<td>0.89</td>
<td>1.8479e-01</td>
</tr>
<tr>
<td>7803</td>
<td>0.057</td>
<td>1.5080e-01</td>
<td>0.91</td>
<td>1.5078e-01</td>
</tr>
<tr>
<td>11163</td>
<td>0.047</td>
<td>1.2746e-01</td>
<td>0.92</td>
<td>1.2744e-01</td>
</tr>
<tr>
<td>15123</td>
<td>0.040</td>
<td>1.1043e-01</td>
<td>0.93</td>
<td>1.1041e-01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOF</th>
<th>$h$</th>
<th>$d = 10^{-3}m$</th>
<th>$d = 10^{-4}m$</th>
<th>$d = 10^{-5}m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\varepsilon_{1,\infty}(\theta)$</td>
<td>$r_{1,\infty}(\theta)$</td>
<td>$\varepsilon_{1,\infty}(\theta)$</td>
</tr>
<tr>
<td>1323</td>
<td>0.141</td>
<td>3.3783e-01</td>
<td>-</td>
<td>3.3784e-01</td>
</tr>
<tr>
<td>2883</td>
<td>0.094</td>
<td>2.3897e-01</td>
<td>0.85</td>
<td>2.3896e-01</td>
</tr>
<tr>
<td>5043</td>
<td>0.071</td>
<td>1.8480e-01</td>
<td>0.89</td>
<td>1.8479e-01</td>
</tr>
<tr>
<td>7803</td>
<td>0.057</td>
<td>1.5080e-01</td>
<td>0.91</td>
<td>1.5078e-01</td>
</tr>
<tr>
<td>11163</td>
<td>0.047</td>
<td>1.2746e-01</td>
<td>0.92</td>
<td>1.2744e-01</td>
</tr>
<tr>
<td>15123</td>
<td>0.040</td>
<td>1.1043e-01</td>
<td>0.93</td>
<td>1.1041e-01</td>
</tr>
</tbody>
</table>
5. Conclusions

We have presented an abstract functional framework to deal with mixed formulations for viscoelastic problems, where perturbation parameters arise. We have shown the solvability of mixed viscoelastic formulations, adapting the well-known theory for elliptic mixed formulations. The relevance is focused in the independence of the perturbation parameter in every estimate, since in the applications, numerical methods can be affected,
deteriorating the stability and convergence. With the well established theory of Volterra equations, we have proved convergence of mixed conforming numerical methods for the mixed viscoelastic problem, where the convergence is independent of the perturbation parameter.

The application that we performed, for Timoshenko beams, confirms that the proposed abstract framework is suitable for slender structures, where the thickness parameter do not produces difficulties for numerical methods, when viscoelastic materials are considered. Also, the numerical experimentation with the Reissner–Mindlin plate provides data that allows us to infer that a viscoelastic mixed analysis can be performed, with the corresponding theoretical extensions that are needed. This is an ongoing analysis and will be the subject of forthcoming papers.
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