A PWDG METHOD FOR THE MAXWELL SYSTEM IN ANISOTROPIC MEDIA WITH PIECEWISE CONSTANT COEFFICIENT MATRIX
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Abstract. In this paper we are concerned with plane wave discontinuous Galerkin (PWDG) methods for time-harmonic Maxwell equations in three-dimensional anisotropic media, for which the coefficients of the equations are piecewise constant symmetric matrices, where each constant symmetric matrix is defined on a medium (subdomain). By using suitable scaling transformations and coordinate (complex) transformations on every subdomain, the original Maxwell equation in anisotropic media is transformed into a Maxwell equation in isotropic media occupying a union domain of specific subdomains of complex Euclidean space. Based on these transformations, we define anisotropic plane wave basis functions and discretize the considered Maxwell equations by PWDG method with the proposed plane wave basis functions. We derive error estimates of the resulting approximate solutions, and further introduce a practically feasible local $h$-$p$-refinement algorithm, which substantially improves accuracies of the approximate solutions. Numerical results indicate that the approximate solutions generated by the proposed PWDG methods possess high accuracy for the case of strong discontinuity media.
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1. Introduction

The Maxwell equations in anisotropic media with general symmetric matrices play an important role in practical physical applications, for example, determining the response of the inclusion to an impinging acoustic or electromagnetic wave (see the textbooks [6, 14, 16]). Besides, electromagnetic problems within this class also include the design of waveguides and antennas, scattering of electromagnetic waves from automobiles and aircraft, and the penetration and absorption of electromagnetic waves by dielectric objects (see [1–4, 13, 15, 20, 26]). Under this assumption, a permittivity $\varepsilon$ and permeability $\mu$ can describe a linear metamaterial with no magnetoelectric coupling, where bianisotropy effects have typically played a minor role in the overall response of the experimental metamaterials, and can be mitigated by design (see [18]).
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The plane wave method, which is based on the Trefftz approximation space made of plane wave basis functions, has a related advantage over Lagrange finite elements for discretization of the time-harmonic Maxwell equations [8]: to achieve the same accuracy, relatively fewer number of degrees of freedom are enough owing to the particular choice of the basis functions that satisfy the considered PDE without boundary conditions. The plane wave method was first introduced to discretization of homogeneous time-harmonic isotropic Maxwell’s equations. Various examples of the plane wave methods has been systematically surveyed in [5, 8–11, 17]. Then the plane wave method was extended to discretization of homogeneous anisotropic Maxwell’s equations. The work [22] proposed anisotropic plane wave basis functions for the three-dimensional anisotropic Maxwell equations in the particular TE polarization. In addition, the PWDG method was applied to discretization of three-dimensional anisotropic Maxwell’s equations with simple diagonal matrix coefficients [23], in which rough error estimates of the resulting approximate solutions were derived. Further, the work [24] studied the PWDG method for the time-harmonic Maxwell equations in more general anisotropic media, where the coefficient of the equations is a positive definite constant matrix instead of diagonal matrix. Therein a new assumption on the triangulation was proposed: the transformed triangulation \( \tilde{T}_k \) rather than the physical triangulation \( T_k \) is shape regular, which induces the generation of the anisotropic mesh \( \tilde{T}_k \) and improves the convergence order with respect to the condition number of the coefficient matrix. Although the grid assumption improves the accuracy, it limits the model’s applicability only to the case of homogeneous positive definite matrices.

The inhomogeneous anisotropic Maxwell problem is of great difference from the homogeneous anisotropic Maxwell problem. The major difficulty is how to fully capture the interactions among the separate cavities. The study [26] was devoted to computing the mathematical model for the scattering from multiple cavities both in particular TM and TE polarizations, where the cavities are required to be invariant to z-axis, namely, the permittivity \( \varepsilon \) and permeability \( \mu \), limited to the z-axis, do not interact with other directions.

In the present paper we consider three-dimensional time-harmonic Maxwell equations in more general inhomogeneous anisotropic media, where the coefficient of the equations is a piecewise constant symmetric matrix instead of positive definite matrix. In order to design an efficient numerical method for solving such Maxwell equations, we need to define a scaling transformation and a coordinate transformation on every anisotropic medium (corresponding to a subdomain \( O_k \)), in which the coefficient matrix \( A_k \) is a constant symmetric matrix, such that the anisotropic medium is transformed into an isotropy medium (corresponding to a subdomain \( \hat{O}_k \)).

As we will see in Section 3 that the coordinate transformation matrix \( S_k \) depends on square roots of eigenvalues of the \( A_k \). Since the coefficient matrix \( A_k \) is not positive definite, the coordinate transformation matrix \( S_k \) are complex matrices, which means that \( \hat{O}_k \) is a subdomain of three-dimensional complex Euclidean space. For convenience, we call \( O_k \) as a complex-valued sub-geometry, where all \( O_k \) do not intersect each other and may have different sizes. Notice that partitioning all the complex-valued sub-geometry \( O_k \) is an expensive task, so we still construct a triangulation \( T_{h_k^p} \) on the original subdomain \( O_k \) as usual and then generate a virtual triangulation \( \tilde{T}_{h_k^p} \) on \( \hat{O}_k \). Based on these transformations, we define anisotropic plane wave basis functions and discretize the considered Maxwell equations by PWDG method with the proposed plane wave basis functions. We prove the stability estimates of the transformations on the condition number of the piecewise constant anisotropic matrices, and further prove the error estimates of the resulting approximate solutions.

In order to improve the accuracies of the approximate solutions, we introduce a practically feasible local hp-refinement algorithm. For p-refinement, the number of basis functions \( p_k \) employed in the subdomain \( O_k \) is adaptive to the diameter of the artificial sub-geometry \( \hat{O}_k \) rather than that of the original subdomain \( O_k \), namely, \( p_k \propto H_k = \text{diam}(\hat{O}_k) \). Then, for h-refinement, according to the ascending order of the diameters of the artificial sub-geometries \( \{ \hat{O}_k \} \), the diameter of the triangulation \( T_{h_k^p} \) of each subdomain \( O_k \) satisfies that

\[
\frac{1}{\sqrt{2}} \approx \mathcal{O}(\frac{h_k}{H_k}) \geq \frac{1}{\sqrt{3}} \approx \mathcal{O}(\frac{h_k}{H_k}) \geq \frac{1}{\sqrt{4}} \approx \mathcal{O}(\frac{h_k}{H_k}) \geq \cdots
\]

in a proper way. Numerical experiments indicate that, for the case of strong discontinuity media, the usage of feasible local hp-refinement algorithm substantially improves the resulting approximate accuracy.

We would like to emphasize the difference between the PWDG method proposed in this paper for inhomogeneous anisotropic media (with a piecewise constant symmetric coefficient matrix) and the PWDG method in
[24] for homogeneous anisotropic media (with a positive definite efficient matrix). For both the two methods, the triangulations made on non physical region \( \bar{\Omega} \) must meet the shape regular assumption, but their implementation processes are completely different. For the case of homogeneous anisotropic media with the positive definite matrix, \( \bar{\Omega} \) is directly decomposed into polyhedron elements \( \{ \Omega_k \} \) such that \( \mathcal{T}_h \) is shape regular. While for the current situation, since the generated domain \( \bar{\Omega} \) is a complex-valued region, we partition the original domain \( \Omega \) to generate a realistic triangulation \( \mathcal{T}_h \) and then obtain a virtual triangulation \( \mathcal{T}_h^\varepsilon \) on \( \{ \Omega_k \} \), where the shape regular assumption can be satisfied too thanking to the proposed local \( hp \)-refinement algorithm.

The paper is organized as follows. In Section 2, we give the first-order 3D system of inhomogeneous Maxwell equations and its variational formula associated with triangulation. In Section 3, we present the anisotropic plane wave discretization for the inhomogeneous Maxwell equations. In Section 4, we give error estimates for the approximate solutions. In Section 5, we further propose the local \( hp \)-refinement algorithm. Finally, we report some numerical results to confirm the effectiveness of the proposed method.

2. The model and its variational formula

We consider the inhomogeneous anisotropic time-harmonic Maxwell equations written as a first-order system of equations:

\[
\begin{align*}
\nabla \times \mathbf{E} - i \omega \mu \mathbf{H} &= 0 \\
\nabla \times \mathbf{H} + i \omega \varepsilon \mathbf{E} &= 0 \\
\nabla \cdot (\varepsilon \mathbf{E}) &= 0 \\
\nabla \cdot (\mu \mathbf{H}) &= 0
\end{align*}
\]  

in \( \Omega \) \quad \text{(2.1)}

with the lowest-order absorbing boundary condition

\[
\mathbf{H} \times \mathbf{n} - \vartheta (\mathbf{n} \times \mathbf{E}) \times \mathbf{n} = \mathbf{g} / i \omega \quad \text{on} \quad \gamma = \partial \Omega.
\]  

In (2.2)

Here \( \mathbf{E} = (E_x, E_y, E_z)^T \), \( \mathbf{H} = (H_x, H_y, H_z)^T \), \( i \) is the imaginary unit, \( \omega > 0 \) is the temporal frequency of the field, \( \vartheta > 0 \) is assumed to be constant, \( \mathbf{n} \) is the outer normal unit vector to \( \partial \Omega \) and \( \mathbf{g} \in L^2(\partial \Omega) \). The permittivity \( \varepsilon \) and the permeability \( \mu \) are assumed to be of the form \( \varepsilon = \varepsilon_r A, \mu = \mu_r A \), where \( \varepsilon_r, \mu_r \in \mathbb{R} \) are piecewise nonzero constants, and \( A \) is a 3 \( \times \) 3 piecewise constant matrix satisfying symmetry and reversibility.

By eliminating \( \mathbf{H} \) from (2.1) and (2.2), we obtain the second-order inhomogeneous anisotropic Maxwell equations of \( \mathbf{E} \):

\[
\begin{align*}
\nabla \times (\mu^{-1} \nabla \times \mathbf{E}) - \omega^2 \varepsilon \mathbf{E} &= 0 \quad \text{in} \quad \Omega, \\
\frac{1}{i \omega} \mu^{-1} \nabla \times \mathbf{E} \times \mathbf{n} - \vartheta (\mathbf{n} \times \mathbf{E}) \times \mathbf{n} &= \mathbf{g} / i \omega \quad \text{on} \quad \gamma.
\end{align*}
\]  

In (2.3)

We will derive a variational formula of (2.1) based on a partition of the solution domain \( \Omega \) (refer to [8,24]).

For convenience, assume that \( \Omega \) is a polyhedron. Let \( \Omega \) be partitioned into a union of some elements in the sense that

\[
\Omega = \bigcup_{k=1}^N \Omega_k, \quad \Omega_l \cap \Omega_j = \emptyset \quad \text{for} \ l \neq j,
\]

where each \( \Omega_k \) is a polyhedron. Let \( \mathcal{T}_h \) denote the mesh comprised of the elements \( \{ \Omega_k \} \), where \( h_k \) denotes the diameter of the element \( \Omega_k \), and \( h \) denotes the global mesh size \( h = \max_{\Omega_k \in \mathcal{T}_h} h_k \). Define

\[
\Gamma_{l,j} = \partial \Omega_l \cap \partial \Omega_j, \quad \text{for} \ l \neq j
\]

and

\[
\gamma_k = \bar{\Omega}_k \cap \partial \Omega \quad (k = 1, \ldots, N), \quad \gamma = \bigcup_{k=1}^N \gamma_k.
\]
We denote by $\mathcal{F}_h = \bigcup_k \partial \Omega_k$ the skeleton of the mesh, and set $\mathcal{F}_h^B = \mathcal{F}_h \cap \partial \Omega$ and $\mathcal{F}_h^I = \mathcal{F}_h \setminus \mathcal{F}_h^B$. Let $\sigma$ be a piecewise smooth vector field on $\mathcal{T}_h$. On $\partial \Omega \cap \partial \Omega_j$, we define

\[
\text{the average: } \{\{\sigma\}\} := \frac{\sigma_i + \sigma_j}{2},
\]

\[
\text{the tangential jump: } [\sigma]_T := n_i \times \sigma_i + n_j \times \sigma_j,
\]

where $n$ denotes a unit outer normal vector on the boundary of the element $\Omega$. We assume that the mesh $\mathcal{T}_h$ is chosen such that $\varepsilon, \mu, A$ and the anisotropic matrix $A$ are constant on each element $\Omega$. Further, we set $\square|\Omega_k = \square_k$, where $\square$ denote $\varepsilon, \mu, A$ and $\varepsilon_r, \mu_r$, respectively.

Define the broken Sobolev space

\[
H^1(\text{curl}; \mathcal{T}_h) = \{w \in L^2(\Omega) : w|\Omega_k \in H^1(\text{curl}; \Omega_k), \quad \forall \Omega_k \in \mathcal{T}_h\}.
\]

(2.5)

Let $V(\mathcal{T}_h)$ be the piecewise Trefftz space defined on $\mathcal{T}_h$ by

\[
V(\mathcal{T}_h) = \left\{ w \in L^2(\Omega) : \exists s > 0 \text{ s.t. } w \in H^{1/2+s}(\text{curl}; \mathcal{T}_h), \right.
\]

\[
\left. \text{and } \nabla \times (\mu^{-1} \nabla \times w) - \omega^2 \varepsilon w = 0 \text{ in each } \Omega_k \in \mathcal{T}_h \right\}.
\]

(2.6)

Let $\alpha, \beta, \delta$ be strictly positive constants, with $0 < \delta \leq 1/2$. As in Section 3 of [8], define the sesquilinear form $A_h(\cdot, \cdot)$ by

\[
A_h(E, \xi) = -\int_{\mathcal{F}_h} \{\{E\}\} \cdot [\mu^{-1} \nabla_h \times \xi]_T dS - i\omega^{-1} \int_{\mathcal{F}_h} \beta [\mu^{-1} \nabla_h \times E]_T \cdot [\mu^{-1} \nabla_h \times \xi]_T dS
\]

\[
- \int_{\mathcal{F}_h} \{\{\mu^{-1} \nabla_h \times E\}\} \cdot [\xi]_T dS - i\omega \int_{\mathcal{F}_h} \alpha [E]_T \cdot [\xi]_T dS
\]

\[
+ \int_{\mathcal{F}_h^B} (1-\delta)(n \times E) \cdot (\mu^{-1} \nabla_h \times \xi) dS - \int_{\mathcal{F}_h^B} \delta (\mu^{-1} \nabla_h \times E) \cdot (n \times \xi) dS
\]

\[
- i\omega^{-1} \int_{\mathcal{F}_h^I} \delta \vartheta^{-1} (n \times (\mu^{-1} \nabla_h \times E)) \cdot (n \times (\mu^{-1} \nabla_h \times \xi)) dS
\]

\[
- i\omega \int_{\mathcal{F}_h^I} (1-\delta) \vartheta (n \times E) \cdot (n \times \xi) dS, \quad \forall \xi \in V(\mathcal{T}_h)
\]

and the functional $\ell_h(\cdot, \cdot)$ by

\[
\ell_h(g, \xi) = -i\omega^{-1} \int_{\mathcal{F}_h^I} \delta \vartheta^{-1} (n \times g) \cdot (\mu^{-1} \nabla_h \times \xi) dS + \int_{\mathcal{F}_h^B} (1-\delta)(n \times g) \cdot (n \times \xi) dS, \quad \forall \xi \in V(\mathcal{T}_h)
\]

(2.7)

Then, for a given $g$, the variational problem associated with (2.1) can be expressed as follows (see [8], Sect. 3). Find $E \in V(\mathcal{T}_h)$ such that

\[
A_h(E, \xi) = \ell_h(g, \xi), \quad \forall \xi \in V(\mathcal{T}_h).
\]

(2.8)

Remark 2.1. This choice of the so-called flux parameters $\alpha, \beta, \delta$ independent of the mesh size $h$, the number $p$ of basis functions on each element and the material coefficients, is due to the fact that, as stated below, the proposed scaled transformation and coordinate transformation transfer the anisotropy of the original equation to the isotropy defined in the specially artificial sub-geometries with different sizes that do not intersect with each other, which motivates us to develop a local $hp$-refinement algorithm to improve the resulting approximate accuracy without considering the contribution of flux parameters. In the future, we will consider the contribution of variable flux parameters to the error estimates.
3. Anisotropic plane wave discretization for the inhomogeneous Maxwell equations

In this section, we introduce an anisotropic plane wave discretization for (2.8). The proposed plane wave method for (2.1) depends on two transformations. By using suitable scaling transformations and coordinate (complex) transformations on every subdomain, which are different from that proposed in [24] on the whole domain, the original Maxwell equation in anisotropic media is transformed into a Maxwell equation in isotropic media occupying a union domain of specific subdomains of complex Euclidean space.

3.1. Two different types of scaled transformations and coordinate transformations

Since $A$ is the real-valued symmetric matrix on each element $\Omega_k$, there exists an orthogonal matrix $P_k$ and a diagonal matrix $\Lambda_k = \text{diag}(\lambda_1^{(k)}, \lambda_2^{(k)}, \lambda_3^{(k)})$ such that $A_k = A|_{\Omega_k} = P_k^T A_k P_k$, where $\lambda_1^{(k)}, \lambda_2^{(k)}, \lambda_3^{(k)}$ are real-valued constants. Of course, we can assume that $\det(P_k) = 1$. In particular, $\lambda_1^{(k)}, \lambda_2^{(k)}, \lambda_3^{(k)}$ satisfy the ascending order by modulus: $|\lambda_1^{(k)}| \leq |\lambda_2^{(k)}| \leq |\lambda_3^{(k)}|$, and for readability, we set $\lambda_{\min}^{(k)} = \lambda_1^{(k)}$, $\lambda_{\mid\mid}^{(k)} = \lambda_2^{(k)}$, $\lambda_{\max}^{(k)} = \lambda_3^{(k)}$. Furthermore, we construct a set of data

$$m_{\max}^{(k)} = \sqrt{\lambda_{\max}^{(k)} \lambda_{\mid\mid}^{(k)}}, \quad m_{\mid\mid}^{(k)} = \sqrt{\lambda_{\mid\mid}^{(k)} \lambda_{\min}^{(k)}}, \quad m_{\min}^{(k)} = \sqrt{\lambda_{\min}^{(k)} \lambda_{\mid\mid}^{(k)}}. \quad (3.1)$$

Note that $m_{\max}^{(k)}, m_{\mid\mid}^{(k)}$ and $m_{\min}^{(k)}$ may be complex-valued.

For convenience, we use $P_1^{(k)}, P_2^{(k)}$ and $P_3^{(k)}$ to denote the three column vectors of $P_k$, and use $(q_1^{(k)})^T, (q_2^{(k)})^T, (q_3^{(k)})^T$ to denote the three row vectors of $P_k$. Then $P_1^{(k)}, P_2^{(k)}$ and $P_3^{(k)}$ (and $q_1^{(k)}, q_2^{(k)}, q_3^{(k)}$) are three dimensional unit vectors that are orthogonal to each other.

Define the scaled fields $\tilde{E}$ and $\tilde{H}$ on each element $\Omega_k$ as

$$(E_x, E_y, E_z)^T = G_k \begin{pmatrix} \tilde{E}_x, \tilde{E}_y, \tilde{E}_z \end{pmatrix}^T,$$

$$(H_x, H_y, H_z)^T = G_k \begin{pmatrix} \tilde{H}_x, \tilde{H}_y, \tilde{H}_z \end{pmatrix}^T. \quad (3.2)$$

Here $G_k = P_k^T \Lambda_k^{-\frac{1}{2}}$. Note that $\Lambda_k^{-\frac{1}{2}} = \text{diag}((\lambda_{\min}^{(k)})^{-\frac{1}{2}}, (\lambda_{\mid\mid}^{(k)})^{-\frac{1}{2}}, (\lambda_{\max}^{(k)})^{-\frac{1}{2}})$, whose element on the diagonal may be complex-valued.

Without causing confusion, we omit the usage of subscript $k$ and superscript $(k)$, which is a limitation of anisotropic objects on each element $\Omega_k$. Then, by direct calculation and (3.2), we have, on each element,

$$\nabla \times \tilde{E} = P^T \Lambda^{-\frac{1}{2}} \begin{pmatrix} -q_1 \cdot \nabla \tilde{E}_y + q_2 \cdot \nabla \tilde{E}_z & q_2 \cdot \nabla \tilde{E}_x - q_1 \cdot \nabla \tilde{E}_z & q_1 \cdot \nabla \tilde{E}_x \end{pmatrix}^T,$$

$$\nabla \times \tilde{H} = P^T \Lambda^{-\frac{1}{2}} \begin{pmatrix} -q_3 \cdot \nabla \tilde{H}_y + q_2 \cdot \nabla \tilde{H}_z & q_3 \cdot \nabla \tilde{H}_x - q_1 \cdot \nabla \tilde{H}_z & q_1 \cdot \nabla \tilde{H}_x \end{pmatrix}^T,$$

$$\mu \tilde{H} = \mu_r P^T \Lambda P^T \Lambda^{-\frac{1}{2}} \tilde{H} = \mu_r P^T \Lambda^{\frac{1}{2}} \tilde{H},$$

$$\varepsilon \tilde{E} = \varepsilon_r P^T \Lambda P^T \Lambda^{-\frac{1}{2}} \tilde{E} = \varepsilon_r P^T \Lambda^{\frac{1}{2}} \tilde{E}. \quad (3.3)$$

Here, we give the simple derivation of the second equation of (3.3), the remaining three equations can be obtained in a similar way. For the sake of clarity, we rewrite $\tilde{H}$ as $\tilde{H} = (\tilde{H}_1, \tilde{H}_2, \tilde{H}_3)^T$ and $(m_{\min}, m_{\mid\mid}, m_{\max})$ as $(m_1, m_2, m_3)$. Then by (3.2), $\nabla \times (a \tilde{u}) = \nabla \tilde{u} \times a$ (for any constant vector $a \in \mathbb{C}^3$), an orthogonal matrix $P$ satisfying $(P^T)^* = (P^T)^T$, where $\square^*$ denote the adjoint matrix of $\square$, and $\det(P) = 1$, we have

$$\nabla \times \tilde{H} = \sum_{i=1}^{3} \lambda_i^{-\frac{1}{2}} \nabla \tilde{H}_i \times q_i = \lambda_1^{-\frac{1}{2}} \left( q_2 \left( q_3 \cdot \nabla \tilde{H}_1 \right) - q_3 \left( q_2 \cdot \nabla \tilde{H}_1 \right) \right)$$
\[ + \lambda_2^{-\frac{1}{2}} \left( q_3 \left( q_1 \cdot \nabla \tilde{H}_2 \right) - q_1 \left( q_3 \cdot \nabla \tilde{H}_2 \right) \right) + \lambda_3^{-\frac{1}{2}} \left( q_1 \left( q_2 \cdot \nabla \tilde{H}_3 \right) - q_2 \left( q_1 \cdot \nabla \tilde{H}_3 \right) \right) \]
\[ = q_1 \left( -\lambda_2^{-\frac{1}{2}} q_3 \cdot \nabla \tilde{H}_2 + \lambda_3^{-\frac{1}{2}} q_2 \cdot \nabla \tilde{H}_3 \right) + q_2 \left( \lambda_1^{-\frac{1}{2}} q_3 \cdot \nabla \tilde{H}_1 - \lambda_3^{-\frac{1}{2}} q_1 \cdot \nabla \tilde{H}_3 \right) + q_3 \left( \lambda_1^{-\frac{1}{2}} q_2 \cdot \nabla \tilde{H}_1 + \lambda_2^{-\frac{1}{2}} q_1 \cdot \nabla \tilde{H}_2 \right) \]
\[ = P^T \Lambda \left( -q_3 \cdot \nabla \tilde{H}_2 \frac{m_1}{m_2} + q_2 \cdot \nabla \tilde{H}_3 \frac{m_1}{m_2} - q_3 \cdot \nabla \tilde{H}_1 \frac{m_1}{m_3} - q_1 \cdot \nabla \tilde{H}_3 \frac{m_2}{m_3} + q_2 \cdot \nabla \tilde{H}_1 \frac{m_2}{m_3} + q_1 \cdot \nabla \tilde{H}_2 \frac{m_3}{m_3} \right)^T. \tag{3.4} \]

Set \( M = \text{diag}(m_{\max}, m_{\text{mid}}, m_{\min}) \), and define the coordinate transformation
\[ \hat{x} = (\hat{x} \ y \ z)^T = M P (x \ y \ z)^T \overset{\Delta}{=} S x, \quad S = M P. \tag{3.5} \]

With the inverse transformation \( S^{-1} \), we define the scaled electric and magnetic fields
\[ \left( \hat{\mathbf{E}}(\hat{x}), \hat{\mathbf{H}}(\hat{x}) \right)^T = \left( \mathbf{E}(S^{-1} \hat{x}), \mathbf{H}(S^{-1} \hat{x}) \right)^T. \tag{3.6} \]

By (3.5) and (3.6) and direct manipulation, the righthands of (3.3) can be reduced to the following system (The divergence operators are applied to the last two terms)
\[ \left( -q_3 \cdot \nabla \tilde{E}_y \frac{m_{\min}}{m_{\text{mid}}} + q_2 \cdot \nabla \tilde{E}_z \frac{m_{\min}}{m_{\text{mid}}} + q_1 \cdot \nabla \tilde{E}_z \frac{m_{\min}}{m_{\text{max}}} - q_2 \cdot \nabla \tilde{E}_x \frac{m_{\text{min}}}{m_{\text{max}}} + q_1 \cdot \nabla \tilde{E}_x \frac{m_{\text{min}}}{m_{\text{max}}} \right)^T = \nabla \times \hat{\mathbf{E}}, \]
\[ \left( -q_2 \cdot \nabla \tilde{H}_y \frac{m_{\min}}{m_{\text{mid}}} + q_3 \cdot \nabla \tilde{H}_z \frac{m_{\min}}{m_{\text{mid}}} - q_1 \cdot \nabla \tilde{H}_z \frac{m_{\min}}{m_{\text{max}}} + q_2 \cdot \nabla \tilde{H}_x \frac{m_{\text{min}}}{m_{\text{max}}} + q_1 \cdot \nabla \tilde{H}_x \frac{m_{\text{min}}}{m_{\text{max}}} \right)^T = \nabla \times \hat{\mathbf{H}}, \]
\[ \nabla \cdot \left( P^T \Lambda \hat{\mathbf{H}} \right) = M \Lambda \hat{\delta} \nabla \cdot \hat{\mathbf{H}}, \]
\[ \nabla \cdot \left( P^T \Lambda \hat{\mathbf{E}} \right) = M \Lambda \hat{\delta} \nabla \cdot \hat{\mathbf{E}}. \tag{3.7} \]

Thus, by (2.1), (3.3) and (3.6), (3.7), the scaled electric and magnetic fields \( (\hat{\mathbf{E}}(\hat{x}), \hat{\mathbf{H}}(\hat{x})) \) satisfy the transformed isotropic Maxwell equations:
\[ \left\{ \begin{array}{l}
\nabla \times \hat{\mathbf{E}} - \mu \omega \hat{\mathbf{H}} = 0 \\
\nabla \cdot \hat{\mathbf{E}} = 0 \\
\nabla \times \hat{\mathbf{H}} + \varepsilon \omega \hat{\mathbf{E}} = 0 \\
\nabla \cdot \hat{\mathbf{H}} = 0 \\
\n\nabla \cdot \left( \varepsilon \hat{\mathbf{E}} \right) = 0 \\
\n\n\nabla \cdot \left( \mu \hat{\mathbf{H}} \right) = 0 \\
\end{array} \right. \quad \text{in} \quad \hat{\Omega}. \tag{3.8} \]

Conversely, if the scaled electric and magnetic fields \( (\hat{\mathbf{E}}(\hat{x}), \hat{\mathbf{H}}(\hat{x})) \) satisfy the transformed isotropic Maxwell equations (3.8), the physical electromagnetic fields \( (\mathbf{E}(x), \mathbf{H}(x)) \)
\[ \left\{ \begin{array}{l}
\mathbf{E}(x) = G \hat{\mathbf{E}}(\hat{x}) = G \hat{\mathbf{E}}(Sx) \\
\mathbf{H}(x) = G \hat{\mathbf{H}}(\hat{x}) = G \hat{\mathbf{H}}(Sx) \\
\end{array} \right. \tag{3.9} \]
satisfy the original anisotropic Maxwell equations (2.1).

Let \( \hat{\Omega} \) and \( \Omega_k \) denote the images of \( \Omega \) and \( \Omega_k \) under the coordinate transformation (3.5), respectively. Since the map \( S \) is linear, the transformed domain \( \hat{\Omega} \) and elements \( \hat{\Omega}_k \) are also polyhedrons. We use \( \hat{n}_k \) to denote the unit outer normal vector on the boundary of each element \( \hat{\Omega}_k \), and \( \hat{T}_h \) to denote the partition comprised by the elements \( \{ \hat{\Omega}_k \} \), where \( \hat{h} \) is the maximal diameter of the transformed elements \( \{ \hat{\Omega}_k \} \). Set \( \hat{\mathcal{F}} = \bigcup_k \partial \hat{\Omega}_k \).
Remark 3.1. Suppose that $\Omega$ is divided into several subdomains $\{O_k\}$, and further that the anisotropic matrix $A$ is constant on each subdomain. We point out that, the transformed sub-geometries $\{\hat{O}_k\}$ of the subdomains $\{O_k\}$ may not be connected to each other; namely, $\partial O_k \cap \partial O_j = \emptyset$ when $k \neq j$. Moreover, the existence of discontinuous media may lead to marked differences in the shape and size of different sub-geometries.

Remark 3.2. Since the transformation matrix $S$ in (3.5) may take complex values when the anisotropic matrix $A$ is symmetric not positively definite, the corresponding transformed domain $\hat{\Omega}$ must be a complex-valued region. As we all know that partitioning the complex-valued domain is an expensive task. Fortunately, we just need the *virtual* mesh partition $\hat{T}_h$ of $\hat{\Omega}$ to achieve the transformation stability estimates and the error estimates to be proven below, rather than implementing partitioning on the transformed domain.

We would like to point out that, the option of the scaled transformation (3.2) and the coordinate transformation (3.5) is *not unique*. On the one hand, for the choice of $G = PA^{-\frac{1}{2}}$ and $S = MP$, the orthogonal matrix $P$ associated with the eigenvectors of the symmetric matrix $A$ cannot be uniquely determined. On the other hand, if the scaled matrix $G$ and coordinated matrix $S$ are chosen in another way: $G = PT A^{-\frac{1}{2}}P$ and $S = PT MP$, then the original anisotropic Maxwell equations (2.1) and the transformed isotropic Maxwell equations (3.8) can be equivalently derived from each other. Although the choice of the transformation are diverse, they do not affect the stability estimate (4.13) and error estimate (4.29) later proved, owing to the nice properties of orthogonal matrix $P$ such as $\|P\| = 1$ and preserving geometric structure.

In the next subsection we present an anisotropic plane wave discretization method for the considered inhomogeneous Maxwell equations by using the scaling matrix (3.2) and the coordinate transformation (3.5).

### 3.2. Anisotropic plane wave basis function spaces

The discretization of the PWDG method is based on a finite-dimensional anisotropic plane wave subspace $V_p(T_h) \subset V(T_h)$. We first define plane wave basis function space $\hat{V}_p(T_h)$ satisfying the isotropic Maxwell equations (3.8).

By choosing $p$ unit propagation directions $d_l$ ($l = 1, \cdots, p$), which can be determined by the codes in [21], we then define isotropic plane wave basis functions $\hat{E}_l$:

$$\hat{E}_l = F_l \exp(i \kappa d_l \cdot \hat{x}) \quad \text{and} \quad \hat{E}_{l+p} = G_l \exp(i \kappa d_l \cdot \hat{x}) \quad (l = 1, \cdots, p),$$

(3.10)

where $\kappa = \omega \sqrt{\mu \varepsilon}$, $F_l$ and $G_l$ are polarization vectors satisfying $F_l \cdot d_l = 0$ and $G_l = F_l \times d_l$ ($l = 1, \cdots, p$).

We point out that the choices of unit wave propagation directions are not unique and other plane wave propagation directions work as well, such as the directions based on spherical coordinates (see [12]). Besides, the propagation directions can be trained by the discontinuous plane wave neural networks for iteratively solving the minimization problem associated with the underlying residual functionals (see [25]).

Choose the number $p$ of plane wave propagation directions as $p = (m + 1)^2$, where $m$ is a positive integer. Let $\hat{Q}_{2p}$ denote the discrete space spanned by the $2p$ plane wave basis functions $\hat{E}_l$ ($l = 1, \cdots, 2p$), and define the isotropic plane wave discrete space

$$\hat{V}_p(T_h) = \Big\{ \hat{v} \in \mathbf{L}^2(\Omega) : \hat{v}|_{\hat{K}} \in \hat{Q}_{2p} \quad \text{for any} \quad \hat{K} \in \hat{T}_h \Big\}.$$

(3.11)

By the transformations (3.9), we are able to define the anisotropic plane wave basis functions satisfying the original equations (2.1):

$$E_l = G F_l \exp(i \kappa d_l \cdot Sx) \quad \text{and} \quad E_{l+p} = G G_l \exp(i \kappa d_l \cdot Sx) \quad (l = 1, \cdots, p).$$

(3.12)

Let $Q_{2p}$ denote the anisotropic discrete space spanned by the $2p$ plane wave basis functions $E_l$ ($l = 1, \cdots, 2p$), and define the anisotropic plane wave discrete space

$$V_p(T_h) = \Big\{ v \in \mathbf{L}^2(\Omega) : v|_{K} \in Q_{2p} \quad \text{for any} \quad K \in T_h \Big\}.$$

(3.13)
It is apparent that the above discrete space has $N \times 2p$ discontinuous basis functions, which are defined by

$$\phi_k^l(x) = \begin{cases} E_l(x), & x \in \Omega_k, \\ 0, & x \in \Omega_j \text{ satisfying } j \neq k \end{cases} \quad (k, j = 1, \cdots, N; \ l = 1, \cdots, 2p). \quad (3.14)$$

Thus, for a given boundary term $g$, we obtain the discretized PWDG version of the continuous variational problem (2.8): Find $E_h \in V_p(\mathcal{T}_h)$ such that,

$$\mathcal{A}_h(E_h, \xi_h) = \ell_h(g, \xi_h), \quad \forall \xi_h \in V_p(\mathcal{T}_h). \quad (3.15)$$

For convenience, we use $\hat{V}(\hat{\mathcal{T}}_h)$ to denote the image space of the space $V(\mathcal{T}_h)$ under the scaling transformation (3.2) and the coordinate transformation (3.5), and set $\hat{E}_h(\hat{x}) = G^{-1}E_h(S^{-1}\hat{x})$.

4. Error estimates of the approximate solutions

In this section, we are devoted to the analysis of convergence of the plane wave approximation $E_h$.

4.1. Geometric properties

In order to derive the error estimates of the approximate solutions, we require that the conforming mesh $\mathcal{T}_h$ must satisfy shape regular assumption in the usual manner.

For a $3 \times 3$ complex-valued matrix $B \in \mathbb{C}^{3 \times 3}$, we define

$$\|B\| = \|B\|_2 = \max_{0 \neq x \in \mathbb{C}^3} \frac{\|Bx\|_2}{\|x\|_2}, \quad (4.1)$$

where $x = (x_1, x_2, x_3)^T$ and $\|x\|_2 = (|x_1|^2 + |x_2|^2 + |x_3|^2)^{\frac{1}{2}}$. For the simplicity of notation, let $\rho_k$ denote the condition number $\text{cond}(A_k)$ of the anisotropic matrix $A_k$. Then it is well known that $\rho_k = \text{cond}(\Lambda_k^2) = \text{cond}^2(S_k) = \text{cond}^2(M_k)$.

The next lemma gives a geometric relation between the meshsizes of two triangulations.

**Lemma 4.1.** For the proposed triangulation, we have

$$\hat{h} \leq \left( \max_k \|M_k\| \right) h \overset{\Delta}{=} C_1 h. \quad (4.2)$$

**Proof.** By the coordinate transformation (3.5) and the definition of matrix norm, we get the result. \hfill \square

The next lemma gives a relation between the areas of two bounded planes based on the coordinate transformation (3.5).

**Lemma 4.2.** For the proposed triangulation, denote by $\Gamma$ a triangle in 3D which belongs to $\mathcal{F}_h \bigcap \partial \Omega_k$, and by $\tilde{\Gamma}$ the correspondingly transformed complex Euclidean triangle which belongs to $\tilde{\mathcal{F}}_h \bigcap \partial \hat{\Omega}_k$. Then we have

$$\frac{|\Gamma|}{|\tilde{\Gamma}|} \leq \left| \frac{m_{\text{mid}}^{(k)}}{m_{\text{mid}}^{(k)}} \right|^{-1} \left| \frac{m_{\text{min}}^{(k)}}{m_{\text{min}}^{(k)}} \right|^{-1}, \quad (4.3)$$

where $|f|$ denotes the area of a bounded plane $f$ in the three-dimensional space, and $\|\square\|$ denotes the module of complex quantity $\square$. 
4.2. Error analysis

Proof. For simplicity, we omit the usage of subscript $k$ and superscript $(k)$, which is a limitation of anisotropic objects on each element $\Omega_k$. In order to achieve the coordinate transformation (3.5), we define two sub-transformation $\hat{\mathbf{x}} = P\mathbf{x}$ and $\mathbf{\hat{x}} = M\hat{\mathbf{x}}$. Since the orthogonal transformation $\hat{\mathbf{x}} = P\mathbf{x}$ does not change the angle between vectors and the length of vectors, we only need to prove the desired result under the sub-transformation $\hat{\mathbf{x}} = (\hat{x} \ y \ z)^T = M\hat{\mathbf{x}} = M(\hat{x} \ y \ z)^T$, which is, namely,

$$\hat{\mathbf{x}} = M^{-1}\mathbf{x}. \quad (4.4)$$

Without loss of generality, consider $\Gamma : \hat{\mathbf{z}} = a\hat{x} + b\hat{y} + c, (\hat{x}, \hat{y}) \in D$, where $a, b, c \in \mathbb{R}$ are constants, $D \subset \mathbb{R}^2$ is a bounded domain. By (4.4), we get $\hat{\Gamma} : \hat{\mathbf{z}} = a(\frac{m_{\max}}{m_{\max}})\hat{x} + b(\frac{m_{\min}}{m_{\mid \mid}})\hat{y} + cm_{\text{min}}, (\hat{x}, \hat{y}) \in \hat{D} \subset \mathbb{C}^2$, where $\hat{D}$ is a 2D bounded complex Euclidean domain. Obviously, $|\hat{D}| = |\text{det}(\text{diag}(m_{\max}, m_{\mid \mid}^{-1}))| = |m_{\max}|^{-1}|m_{\mid \mid}^{-1}$. Note that $m_{\max}$ and $m_{\mid \mid}$ may be complex valued.

Thus,

$$|\Gamma| = \iint_D \sqrt{1 + \hat{x}^2 + \hat{y}^2} \, d\hat{x} \, d\hat{y} = \sqrt{1 + a^2 + b^2} \, |D| \quad (4.5)$$

and

$$|\hat{\Gamma}| = \iint_{\hat{D}} \sqrt{1 + \hat{x}^2 + \hat{y}^2} \, d\hat{x} \, d\hat{y} = \sqrt{1 + a^2 \left(\frac{m_{\min}}{m_{\max}}\right)^2 + b^2 \left(\frac{m_{\min}}{m_{\mid \mid}}\right)^2} \, |\hat{D}|. \quad (4.6)$$

Combining the above equalities, we get

$$\frac{|\Gamma|}{|\hat{\Gamma}|} = |m_{\min}|^{-1} |m_{\mid \mid}|^{-1} |m_{\max}|^{-1} \sqrt{1 + \frac{a^2}{m_{\max}^2} + \frac{b^2}{m_{\mid \mid}^2}} \leq |m_{\min}|^{-1} |m_{\mid \mid}|^{-1} |m_{\max}|^{-1} \sqrt{1 + \frac{a^2}{m_{\max}^2} + \frac{b^2}{m_{\mid \mid}^2}} = |m_{\min}|^{-1} |m_{\mid \mid}|^{-1}. \quad (4.7)$$

\[\square\]

4.2. Error analysis

Throughout this paper, we use $C$ to denote a generic constant independent of $A, \omega, h, p, E$ and $\hat{E}$.

We endow $V(T_h)$ with the mesh-skeleton norm,

$$\|w\|^2_{F_h} = \omega^{-1} \left\| \beta^{1/2} \left[ \mu^{-1} \nabla_h \times w \right]_T \right\|^2_{0, F^I_h} + \omega \left\| \alpha^{1/2} \left\{ w \right\} \right\|^2_{0, F^I_h} + \omega^{-1} \left\| \delta^{1/2} (\mu^{-1} \nabla_h \times w) \right\|^2_{0, F^I_h} + \omega \left\| (1 - \delta)^{1/2} \vartheta^{1/2} n \times w \right\|^2_{0, F^I_h} \quad (4.8)$$

and the following augmented norm

$$\|w\|^2_{F_h^+} = \|w\|^2_{F_h} + \omega \left\| \beta^{-1/2} \{ w \} \right\|^2_{0, F^I_h} + \omega^{-1} \left\| \alpha^{-1/2} \{ \mu^{-1} \nabla_h \times w \} \right\|^2_{0, F^I_h} + \omega \left\| \delta^{-1/2} \vartheta^{1/2} (n \times w) \right\|^2_{0, F^I_h}. \quad (4.9)$$

As in [8], we can show the following existence, uniqueness and continuity results of solution of the above variational problem.

Lemma 4.3. There exists a unique solution $E_h$ of (2.8). Moreover, we have

$$-\text{Im}[A_h(w, w)] = \|w\|^2_{F_h},$$

and

$$|A_h(w, \xi)| \leq 2\|w\|_{F_h^+} \|\xi\|_{F_h^+}, \quad \forall \ w, \xi \in V(T_h). \quad (4.10)$$
The abstract error estimate built in [8] also holds in the current situation with the \( \| \cdot \|_{F_h} \)-norm.

**Lemma 4.4.** Let \( E \) be the analytical solution of (2.1), (2.2) and let \( E_h \) be the approximate solution of (3.15). Then, we have

\[
\| E - E_h \|_{F_h} \leq 3 \inf_{\xi_h \in \mathcal{V}_h} \| E - \xi_h \|_{F_h^+}.
\]

(4.11)

Completely different from the definition introduced in [8], we endow \( \hat{V}(T_h) \) with the mesh-skeleton norm

\[
\| \hat{w} \|_{\hat{F}_h}^2 = \sum_k \left( \omega^{-1} \left\| \hat{\nabla}_h \times \hat{w}_k \right\|_{0, \partial \hat{\Omega}_k}^2 + \omega \left\| \hat{w}_k \right\|_{0, \partial \hat{\Omega}_h}^2 \right).
\]

(4.12)

The following intermediate result, which states the transformation stability with respect to two mesh-dependent norms, will play a key role in the derivation of the desired error estimates.

**Lemma 4.5.** For \( E \in \mathcal{V}(T_h) \), we have

\[
\| E \|_{\mathcal{F}_h}, \| E \|_{\mathcal{F}_h^+} \leq CC_2 \| \hat{E} \|_{\hat{F}_h},
\]

where \( C_2 = \max_k (|\beta_{k,1}|^{-\frac{1}{2}} \|\beta_{k,1}\|^{-\frac{1}{2}}) \cdot (\max_k (\|\Lambda_k^{-\frac{1}{2}}\|) + \max_k (\rho_k^{\frac{1}{2}})).
\]

Proof. We divide the proof into three steps.

**Step 1.** To estimate \( \|\mu^{-1}\nabla_h \times E\|_{T,0,\mathcal{F}_h} \) and \( \| n \times (\mu^{-1}\nabla_h \times E)\|_{0,\mathcal{F}_h} \).

By the first equation of (3.3) and the first equation of (3.7), we can verify that

\[
\mu_k^{-1} \nabla_h \times E_k = \mu_{r,k}^{-1} P_k^T \Lambda_k^{-\frac{1}{2}} \hat{\nabla}_h \times \hat{E}_k.
\]

(4.14)

Thus, we have, on the interface \( \Gamma_{kj} \in \mathcal{F}_h^I \)

\[
\left\| \mu^{-1} \nabla_h \times E \right\|_T = n_k \times \left( P_k^T \Lambda_k^{-\frac{1}{2}} n_{r,k} \hat{\nabla}_h \times \hat{E}_k \right) + n_j \times \left( P_j^T \Lambda_j^{-\frac{1}{2}} n_{r,j} \hat{\nabla}_h \times \hat{E}_j \right).
\]

(4.15)

It follows that, by the transformation (3.5)

\[
n_k = \left| S^{-T}_k n_k \right| S^T_k \hat{n}_k = \left| S^{-T}_k n_k \right| P_k^T M_k^T \hat{n}_k.
\]

(4.16)

Notice that for \( \forall a, b \in \mathbb{C}^3, (P_k^T a) \times (P_k^T b) = P_k^T (a \times b) \). Then, by (4.16) we get

\[
n_k \times \left( P_k^T \Lambda_k^{-\frac{1}{2}} \nabla_h \times \hat{E}_k \right) = S^{-T}_k n_k \left( P_k^T M_k^T \hat{n}_k \right) \left( P_k^T \Lambda_k^{-\frac{1}{2}} \hat{\nabla}_h \times \hat{E}_k \right)
\]

\[
= S^{-T}_k n_k \left( P_k^T \left( (M_k^T \hat{n}_k) \times \left( \Lambda_k^{-\frac{1}{2}} \hat{\nabla}_h \times \hat{E}_k \right) \right) \right)
\]

\[
= S^{-T}_k n_k \left( P_k^T \Lambda_k^{\frac{1}{2}} \hat{n}_k \times \left( \hat{\nabla}_h \times \hat{E}_k \right) \right).
\]

(4.17)

Substituting (4.17) into (4.15) yields

\[
\left\| \mu^{-1} \nabla_h \times E \right\|_T = \left| S^{-T}_k n_k \right| P_k^T \Lambda_k^{\frac{1}{2}} \hat{n}_k \times \left( \mu_{r,k}^{-1} \hat{\nabla}_h \times \hat{E}_k \right) + \left| S^{-T}_j n_j \right| P_j^T \Lambda_j^{\frac{1}{2}} \hat{n}_j \times \left( \mu_{r,j}^{-1} \hat{\nabla}_h \times \hat{E}_j \right).
\]

(4.18)

It is easy to see that

\[
\left| S^{-T}_k n_k \right| \left\| \Lambda_k^{\frac{1}{2}} \right\| \leq \rho_k^{1/2}.
\]

(4.19)
These, together with (4.18) and (4.3), lead to

$$
\| \mu^{-1} \nabla_h \times \mathbf{E} \|_{0, \mathcal{F}^h_k}^2 \leq C \left( \max_k \left( \rho_k m_{\text{mid}}^{(k)} \mid m_{\text{min}}^{(k)} \right) \right) \sum_k \| \hat{\nabla}_h \times \hat{\mathbf{E}}_k \|_{0, \partial \Omega_k}^2,
$$

(4.20)

and

$$
\| n \times (\mu^{-1} \nabla_h \times \mathbf{E}) \|_{0, \mathcal{F}^h_k}^2 \leq C \left( \max_k \left( \rho_k m_{\text{mid}}^{(k)} \mid m_{\text{min}}^{(k)} \right) \right) \sum_k \| \hat{\nabla}_h \times \hat{\mathbf{E}}_k \|_{0, \partial \Omega_k}^2.
$$

(4.21)

**Step 2.** Build estimates of \(\|\{\mathbf{E}\}\|_{0, \mathcal{F}^l}^2\) and \(\|n \times \mathbf{E}\|_{0, \mathcal{F}^B_k}^2\).

By the scaling transformation (3.2), the coordinate transformation (3.5) and (4.16), we have

$$
n_k \times \mathbf{E}_k = |S_k^{-T} n_k| \left( P_k^T M_k^T \hat{n}_k \right) \times \left( P_k^T A_k^{-\frac{1}{2}} \hat{\mathbf{E}}_k \right).
$$

(4.22)

By direct manipulation, we can prove

$$
n_k \times \mathbf{E}_k = |S_k^{-T} n_k| P_k^T A_k^{-\frac{1}{2}} \hat{n}_k \times \hat{E}_k.
$$

Combining (4.23) with (4.19) and (4.3) yields

$$
\|\{\mathbf{E}\}\|_{0, \mathcal{F}^l}^2 \leq C \left( \max_k \left( \rho_k m_{\text{mid}}^{(k)} \mid m_{\text{min}}^{(k)} \right) \right) \sum_k \| \hat{\mathbf{E}}_k \|_{0, \partial \Omega_k}^2,
$$

(4.23)

$$
\|n \times \mathbf{E}\|_{0, \mathcal{F}^B_k}^2 \leq C \left( \max_k \left( \rho_k m_{\text{mid}}^{(k)} \mid m_{\text{min}}^{(k)} \right) \right) \sum_k \| \hat{\mathbf{E}}_k \|_{0, \partial \Omega_k}^2.
$$

(4.24)

**Step 3.** To estimate \(\|\{\mathbf{E}\}\|_{0, \mathcal{F}^h_k}^2\), \(\|\{\mu^{-1} \nabla_h \times \mathbf{E}\}\|_{0, \mathcal{F}^l_k}^2\), and \(\|n \times \mathbf{E}\|_{0, \mathcal{F}^B_k}^2\).

By the scaling transformation (3.2) and the coordinate transformation (3.5), we get

$$
\|\{\mathbf{E}\}\|_{0, \mathcal{F}^h_k}^2 = \|\{G \mathbf{E}\}\|_{0, \mathcal{F}^h_k}^2 \leq C \left( \max_k \left( \left( A_k^{-1} \right) \left( m_{\text{mid}}^{(k)} \right) \left( m_{\text{min}}^{(k)} \right) \right) \right) \sum_k \| \hat{\mathbf{E}}_k \|_{0, \partial \Omega_k}^2.
$$

(4.25)

Moreover, we have

$$
\|\{\mu^{-1} \nabla_h \times \mathbf{E}\}\|_{0, \mathcal{F}^l_k}^2 \overset{(4.14)}{=} \|\{\mu^{-1} P^T A^{-\frac{1}{2}} \nabla_h \times \mathbf{E}\}\|_{0, \mathcal{F}^l_k}^2
\leq C \left( \max_k \left( \left( A_k^{-1} \right) \left( m_{\text{mid}}^{(k)} \right) \left( m_{\text{min}}^{(k)} \right) \right) \right) \sum_k \| \hat{\nabla}_h \times \hat{\mathbf{E}}_k \|_{0, \partial \Omega_k}^2,
$$

(4.26)

and

$$
\|n \times \mathbf{E}\|_{0, \mathcal{F}^B_k}^2 \overset{(4.24)}{=} C \left( \max_k \left( \rho_k m_{\text{mid}}^{(k)} \mid m_{\text{min}}^{(k)} \right) \right) \sum_k \| \hat{\mathbf{E}}_k \|_{0, \partial \Omega_k}^2.
$$

(4.27)

Combining (4.20), (4.21) with (4.24)–(4.27) gives the desired results (4.13).

For a bounded and connected domain \(D \subset \Omega\), let \(\| \cdot \|_{s, \omega, D}\) be the \(\omega\)-weighted Sobolev norm defined by

$$
\|\mathbf{E}\|_{s, \omega, D}^2 = \sum_{j=0}^s \omega^{s-j} |E_j|_{j, D}^2.
$$
Set $\hat{\lambda} = \min_{\hat{\Omega}_k \in \hat{T}_h} \hat{\lambda}_k$, where $\hat{\lambda}_k$ is the positive parameter depending only on the shape of an element $\hat{\Omega}_k$ of $\hat{T}_h$ introduced in Theorem 3.2 of [19]. Let $m$ satisfy $m \geq 2 (1 + 21/\hat{\lambda})$.

The following approximation property is a direct consequence of Corollary 5.5 introduced in [8].

**Lemma 4.6.** Assume that the analytical solution $\hat{\bf E} \in \mathbb{H}^{r+1}(curt; \hat{\Omega})$ satisfies the Maxwell equations (3.8) in isotropic media. Choose a set of $p$ plane wave propagation directions $\{d_l\}_{1 \leq l \leq p}$ with the corresponding set of polarization directions $F_l, G_l$ defined by (3.10) in a suitable manner. Assume that $1 < r \leq \frac{m-1}{2}$, and each element $\hat{\Omega}_k$ is star-shaped with respect to a ball. Then, there is a function $\hat{\xi}_h \in V_p(\hat{T}_h)$ such that, for large $p$,

$$\|\hat{\bf E} - \hat{\bf E}_h\|_{\mathbb{H}^r} \leq C_3 \omega^{-5/2} \left( \frac{\hat{h}}{m^\lambda} \right)^{-2/3} \|\nabla \times \hat{\bf E}\|_{r+1, \omega, \hat{\Omega}},$$

(4.28)

where $C_3 = C_3(\omega \hat{h}) > 0$ is independent of $p$ and $\hat{\bf E}$, but increases as a function of the product $\omega \hat{h}$, and $C_1$ depends on the shape of the $\hat{\Omega}_k \in \hat{T}_h$, the index $r$, the material parameters $\hat{\nu}, \hat{\varepsilon}, \mu_\omega$ and the stabilization parameters.

With the help of the above preparation, we can prove the final results.

**Theorem 4.7.** Let $\bf E$ and $\bf E_h$ denote the analytical solution of (2.1), (2.2) and the solution of (3.15), respectively. Suppose that $p$ and $r$ satisfy the conditions in Lemma 4.6. Then, for sufficiently large $p$, we have

$$\|\bf E - \bf E_h\|_{\mathbb{H}^r} \leq C_3 \hat{C} \omega^{-5/2} \left( \frac{\hat{h}}{m^\lambda} \right)^{-2/3} \|\nabla \times \bf E\|_{r+1, \omega, \hat{\Omega}},$$

(4.29)

where $C_3$ denotes the same positive number as in Lemma 4.6, the constant $\hat{C}$ is defined as

$$\hat{C} = C_1^{-2/3} C_2 C_4 = (\max_k \|M_k\|)^{-2/3} \max_k (|m_k| \omega^{-2} + \max_k (\|\Lambda_k^{-1}\| + \max_k (\rho_k^2)) \cdot (\max_k (|\det(M_k)|/2 \|\Lambda_k^{-1}\| \|M_k^{-1}\|^{(r+1)}))).$$

**Proof.** With the transformations (3.2) and (3.5), we define $\xi_h(x) = G \xi_h(Sx)$, where $\xi_h$ satisfying (4.28) denotes the plane wave approximation of the scaled electric field $\hat{\bf E}$. Thus, by (4.11) and (4.13), together with (4.28) and (4.2), we deduce that

$$\|\bf E - \bf E_h\|_{\mathbb{H}^r} \overset{(4.11)}{\leq} C \|\bf E - \xi_h\|_{\mathbb{H}^r} \overset{(4.13)}{\leq} C C_2 \|\hat{\bf E} - \hat{\xi}_h\|_{\mathbb{H}^r} \overset{(4.28)}{\leq} C C_2 C_\omega \omega^{-5/2} \left( \frac{\hat{h}}{m^\lambda} \right)^{-2/3} \|\nabla \times \hat{\bf E}\|_{r+1, \omega, \hat{\Omega}} \overset{(4.2)}{\leq} C C_2 C_3 \hat{C} \hat{\omega}^{-2/3} \omega^{-5/2} \left( \frac{\hat{h}}{m^\lambda} \right)^{-2/3} \|\nabla \times \hat{\bf E}\|_{r+1, \omega, \hat{\Omega}}.$$

(4.30)

By the first equations of (3.3) and (3.7), respectively, we can deduce that

$$\left( \nabla \times \hat{\bf E}_h \right)(x) = \Lambda^{-\frac{1}{2}} P (\nabla \times \bf E)(x).$$

(4.31)

Further, combining (4.31) with the scaling argument, we obtain

$$\|\nabla \times \hat{\bf E}\|_{r+1, \omega, \hat{\Omega}} = \left( \sum_k \|\nabla \times \hat{\bf E}\|_{r+1, \omega, \hat{\Omega}_k}^2 \right)^{1/2} = \left( \sum_k \|\Lambda^{-\frac{1}{2}} P (\nabla \times \bf E)\|_{r+1, \omega, \hat{\Omega}_k}^2 \right)^{1/2}.$$
Table 1. Errors of approximations with respect to $\rho$.

<table>
<thead>
<tr>
<th>$\rho$ in $\Lambda^{(1)}$</th>
<th>$2^2$</th>
<th>$2^3$</th>
<th>$2^4$</th>
<th>$2^5$</th>
<th>$2^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h = \frac{1}{4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p = 64$</td>
<td>5.23e-5</td>
<td>6.25e-4</td>
<td>4.99e-3</td>
<td>1.89e-2</td>
<td>5.74e-2</td>
</tr>
<tr>
<td>$p = 81$</td>
<td>8.33e-6</td>
<td>6.12e-5</td>
<td>8.52e-4</td>
<td>6.19e-3</td>
<td>2.03e-2</td>
</tr>
<tr>
<td>$h = \frac{1}{6}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p = 64$</td>
<td>2.85e-5</td>
<td>3.37e-4</td>
<td>2.67e-3</td>
<td>1.05e-2</td>
<td>3.15e-2</td>
</tr>
<tr>
<td>$p = 81$</td>
<td>3.75e-6</td>
<td>2.75e-5</td>
<td>3.74e-4</td>
<td>2.75e-3</td>
<td>1.36e-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho$ in $\Lambda^{(2)}$</th>
<th>$2^5$</th>
<th>$2^6$</th>
<th>$2^7$</th>
<th>$2^8$</th>
<th>$2^9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h = \frac{1}{4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p = 64$</td>
<td>1.68e-3</td>
<td>4.73e-3</td>
<td>2.60e-2</td>
<td>1.64e-5</td>
<td>1.13e-3</td>
</tr>
<tr>
<td>$p = 81$</td>
<td>2.76e-4</td>
<td>2.05e-4</td>
<td>4.55e-4</td>
<td>1.13e-4</td>
<td>5.00e-5</td>
</tr>
<tr>
<td>$h = \frac{1}{6}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p = 64$</td>
<td>9.17e-4</td>
<td>2.59e-3</td>
<td>1.42e-2</td>
<td>5.78e-4</td>
<td>8.19e-4</td>
</tr>
<tr>
<td>$p = 81$</td>
<td>1.28e-4</td>
<td>9.11e-5</td>
<td>2.12e-4</td>
<td>4.69e-5</td>
<td>1.27e-5</td>
</tr>
</tbody>
</table>

\[
\leq \left( \sum_k |\det(M_k)| \frac{1}{2} \left\| \Lambda_k^{-\frac{1}{2}} \right\| \left\| M^{-1} \right\|^{2(r+1)} \| \nabla \times E \|_{r+1,\omega,\Omega_k}^2 \right)^{\frac{1}{2}}
\]
\[
\leq \left( \max_k \left( |\det(M_k)| \frac{1}{2} \left\| \Lambda_k^{-\frac{1}{2}} \right\| \left\| M_k^{-1} \right\|^{(r+1)} \right) \right) \| \nabla \times E \|_{r+1,\omega,\Omega}. \quad (4.32)
\]

Denoting $C_4 = \max_k (|\det(M_k)|^\frac{1}{2} \left\| \Lambda_k^{-\frac{1}{2}} \right\| \left\| M_k^{-1} \right\|^{(r+1)})$, inserting (4.32) into (4.30), we get the desired result.

\[\square\]

**Remark 4.8.** For the case of homogeneous media, specially $A$ is a constant matrix in the whole domain, then we have

\[
\tilde{C} = |m_{\max}|^\frac{1}{2} \left\| \Lambda^{-\frac{1}{2}} \right\| \left( \left\| \Lambda^{-\frac{1}{2}} \right\| + \rho^{\frac{1}{2}} \right) \rho^{\frac{1}{2}(r-\frac{3}{2})} \left\| M^{-1} \right\|^{\frac{5}{2}} \leq \rho^{\frac{1}{2}(r+\frac{1}{2})} \left\| M^{-1} \right\|^{\frac{5}{2}} \left( 1 + \|A\|^{-\frac{1}{2}} \right). \quad (4.33)
\]

5. **Local hp-refinement**

For further improvement of accuracies of the approximations in the case of strong discontinuity media, we introduce a practically feasible local hp-refinement algorithm. Since it is hard to construct an analytic solution for the case of inhomogeneous media, we take the case of constant matrix $A$ as an example. We consider the example tested in Section 6, but set the anisotropic matrix as $A = P^T \Lambda P$ in the whole domain $\Omega$, where

\[P = \frac{1}{7} \begin{pmatrix} 6 & 2 & 3 \\ 3 & -6 & -2 \\ 2 & 3 & -6 \end{pmatrix}.\]

The exact solution of the problems satisfies (6.1).

5.1. **An observation on generated isotropy media**

We consider two different types of diagonal matrices: $\Lambda^{(1)} = \text{diag}(-1, 1, \rho)$ and $\Lambda^{(2)} = \text{diag}(-1, 1, \frac{1}{\rho})$, where $\rho$ denotes the condition number of the anisotropic matrix $A$ as usual. The $L^2$ relative errors of the approximations generated by the proposed PWDG method with respect to $\rho$ are reported in Table 1 and Figure 1.

It can be seen from Table 1 that the accuracy of the approximation for the case of $\Lambda^{(2)}$ is significantly superior to that for the case of $\Lambda^{(1)}$. Besides, we can see from Figure 1 that the error performance of the resulting approximation $E_h$ in terms of $\rho$ for the case of local $\Lambda^{(2)}$ is superior to that for the case of $\Lambda^{(1)}$. Interestingly, it can be seen from Figure 1 (Right) that some errors will decline unexpectedly as the condition number increases.

The results listed in Table 1 and Figure 1 can be explained as follows: for the case of $\Lambda^{(1)}$ the coordinate transformation (3.5) maps the original domain $\Omega$ into larger regions $\hat{\Omega}$ (see Fig. 2 left) as the norm $\|S\|$ increases,
so larger number of plane wave basis functions is intrinsically required to approximate isotropic equations. On
the contrary, for the case of $\Lambda^{(2)}$ the coordinate transformation (3.5) maps the original domain $\Omega$ into smaller
regions $\hat{\Omega}$ (see Fig. 2 right) as the norm $\|S\|$ remains unchanging and $\rho$ increases, so fewer plane wave basis
functions is enough to approximate isotropic equations with higher accuracies.

Therefore, the essence of the scaling transformation and coordinate transformation is to transfer the
anisotropy of the original equation to the isotropy defined in specially artificial sub-geometries with differ-
et sizes that do not intersect with each other, in which non physical electromagnetic field ($\mathbf{E}(\hat{x}), \mathbf{H}(\hat{x})$) satisfies
the element-by-element isotropic Maxwell equations.

5.2. A local $hp$-refinement algorithm

Notice that the coefficient matrices on different subdomains have different structure, so the sub-geometries
after transformations have different sizes. According to the data in the last subsection, the accuracies of the
approximate solutions of (3.15) depend on the structure for fixed discrete parameters $h$ and $p$. This inspires us
to introduce a practically feasible local $hp$-refinement algorithm to balance the structure so that the accuracies
of the approximate solutions of (3.15) can be significantly improved.
Recall that $\Omega$ is divided into several subdomains $\{O_k\}$, and that $\varepsilon_r, \mu_r$ and the anisotropic matrix $A$ are constant on each subdomain. Without loss of generality, we set $H_k = \text{diam}(O_k) \approx 1$. Let $A_k = A|_{O_k}$ and $M_k = M|_{O_k}, S_k = S|_{O_k}$. Let $O_k$ denote the image of $O_k$ under the coordinate transformation (3.5), and let $\hat{H}_k$ be the diameter of $\hat{O}_k$. If the 2-norm sequence $\{\|S_k\|\}$ from the coordinate transformation (3.5) satisfies the ascending order: $\|S_1\| \leq \|S_2\| \leq \|S_3\| \leq \cdots$, which indicates that $\hat{H}_1 \leq \hat{H}_2 \leq \hat{H}_3 \leq \cdots$. Then, we set $p_1 \leq p_2 \leq p_3 \leq \cdots$ in a proper way. That is, the number of basis functions $p_k$ employed in subdomain $O_k$ is adaptive to the diameter of the artificial sub-geometry $\hat{O}_k$ rather than that of the original subdomain $O_k$, namely, $p_k \propto \text{diam}(O_k)$.

For each $O_k$, let $T_{h_k}$ and $\hat{T}_{h_k}$ respectively denote the triangulation of the subdomain $O_k$ and the image of $T_{h_k}$ under the coordinate transformation (3.5), where $h_k$ and $\hat{h}_k$ denote the diameter of the maximal element in $T_{h_k}$ and $\hat{T}_{h_k}$, respectively. We naturally have prior requirements $\hat{h}_1 \approx \hat{h}_2 \approx \hat{h}_3 \approx \cdots \approx \hat{h}$. Then, according to the ascending order of the diameters of the artificial sub-geometries $\{\hat{O}_k\}$, the diameters of the triangulations $T_{h_k}$ satisfy that $\hat{h}_1 \approx O(h_1 / H_1) \geq \hat{h}_2 \approx O(h_2 / H_2) \geq \hat{h}_3 \approx O(h_3 / H_3) \geq \cdots$. Of course, the triangulation $T_h$ in the whole domain $\Omega$ is comprised of $\{T_{h_k}\}$, which is conforming. Notice that, in the actual implementation of the proposed method, we need not calculate the virtual grids $\hat{T}_h$.

The practically feasible $hp$-refinement algorithm can be described as follows.

Algorithm 1. Local $hp$-refinement.

- Compute the 2-norm $\{\|S_k\|\}$ of each subdomain $O_k$.
- $p$-refinement: set $p_k$ proportionally to $\|S_k\|$.
- $h$-refinement: set the diameter $h_k$ of the triangulation $T_{h_k}$ proportionally to $\frac{h_k}{\|S_k\|}$.

### 5.3. Error estimates

As stated above, we require that the virtual mesh $\hat{T}_h$ satisfies shape regular assumption. Then we can obtain a geometric property for the current triangulations.

**Lemma 5.1.** For the proposed triangulation, we have

\[
\hat{h} \leq C \left( \max_k \left| M_{k}^{-1} \right|^{-1} \right) h. \tag{5.1}
\]

**Proof.** By the assumption that the virtual mesh $\hat{T}_h$ satisfies shape regularity, we have on each subdomain $O_k$ by Lemma 2.2 and (3.23) from [24],

\[
\hat{h}_k \leq C \| M_k^{-1} \|^{-1} h_k. \tag{5.2}
\]

By taking the maximum value, we can get the desired result. 

Similarly to the proof of Theorem 4.7, we can get the optimized error estimates with respect to the condition number of the piecewise constant anisotropic matrices.

**Theorem 5.2.** Let $E \in \mathbf{H}^{r+1}(\text{curl}; \Omega)$ and $E_h$ denote the analytical solution of (2.1), (2.2) and the solution of (3.15), respectively. Choose $p_k = (m_k^2 + 1)^2$ on each element of the subdomain $O_k$. Assume that $1 < r \leq \frac{m_k^2 - 1}{2}$ for every $k$. Then, for sufficiently large $p_k$, we have

\[
\| E - E_h \|_{F_h} \leq C_3 \hat{C} \omega^{-5/2} \left( \frac{h}{m} \right)^{r - \frac{3}{2}} \| \nabla \times E \|_{r+1, \omega, \Omega}, \tag{5.3}
\]
where \( C_5 \) denotes the same positive number as in Lemma 4.6, \( C_5 = (\max_k \| M_k^{-1} \|^{-1}) \), the constant \( \tilde{C} \) is defined as \( \tilde{C} = \frac{C_5}{\tilde{C}^2} C_4 = (\max_k \| M_k^{-1} \|^{-1})^{-r} \max_k (|m^{(k)}_{\text{mid}}| - \frac{1}{2} |m^{(k)}_{\text{min}}| - \frac{1}{2}) \cdot (\max_k (\| M_k^{-1} \|) + \max_k (\rho^2_k)) \cdot (\max_k (|\text{det}(M_k)|^{\frac{1}{2}} \| M_k^{-1} \|^{(r+1)})) \) and \( m = \min_k m_k^O \).

Proof. The result follows from (4.30) and (4.32), with the particular usage of (5.1) and the number of basis functions \( p_k \) on each element of the subdomain \( O_k \).

Remark 5.3. For the case of homogeneous media, specially \( A \) is a constant matrix in the whole domain, then we have

\[
\tilde{C} = \left| m_{\text{max}} \right|^\frac{1}{2} \left\| \Lambda^{-\frac{1}{2}} \right\| \left( \left\| \Lambda^{-\frac{1}{2}} \right\| + \rho^2 \right) \left\| M^{-1} \right\|^\frac{1}{2} \leq \rho \left( 1 + \| A \|^{-\frac{1}{2}} \right) \left\| M^{-1} \right\|^\frac{1}{2}.
\]  

(5.4)

Compared with (4.33) on the assumption that \( \mathcal{T}_h \) is shape regular, we obtain obviously better error estimates in the sense that the error bounds on the condition number \( \rho \).

Remark 5.4. Although both the triangulations used in the literature [24] and this paper require that the mesh partitioning on non physical region \( \Omega \) meets the shape regular assumption, their implementation forms are completely different. For the case of homogeneous anisotropic media with the positive definite matrix, \( \hat{\Omega} \) is decomposed into polyhedron elements \{\( \hat{\Omega}_k \)\} such that \( \hat{\mathcal{T}}_h \) is shape regular. While for the current situation, we address that, the broader model studied here makes the transformed domain \( \hat{\Omega} \) a complex-valued region, and partitioning it directly is expensive. Fortunately, the local \( hp \)-refinement algorithm can accomplish this assumption by partitioning the original domain \( \Omega \) to generate the realistic mesh \( \mathcal{T}_h \), so the mesh partitioning of the transformed domain \( \hat{\Omega} \) at this time is a virtual mesh.

6. NUMERICAL EXPERIMENTS

In this section, we apply the proposed PWDG method to solve the electromagnetic wave propagation in anisotropic media with piecewise constant symmetric matrices, and we report some numerical results to verify the efficiency of the proposed method.

We consider the choice of numerical fluxes for the PWDG method as in [24]: the constant parameters \( \alpha = \beta = \delta = 1/2 \), which is explained in Remark 2.1. To measure the accuracy of the numerical solutions \( E_h \), we introduce the following \( L^2 \) relative error:

\[
\text{err.} = \frac{\| E - E_h \|_{L^2(\Omega)}}{\| E \|_{L^2(\Omega)}}
\]

for the exact solution \( E \in L^2(\Omega) \). All of the computations have been done in MATLAB, and the discrete system was computed by the numerical integration on the mesh skeleton. The mesh \( \mathcal{T}_h \) of \( \Omega \) is generated by the software Gmsh [7].

We compute the electric field due to an electric dipole source at the point \( x_0 = (-0.6, -0.6, -0.6) \). The boundary data \( g \) can be computed by the referred solution \( E_{\text{ref}} \) satisfying a homogeneous Maxwell system (2.1):

\[
E_{\text{ref}} = -i\omega \phi(x, x_0) G \cdot a + \frac{1}{i\omega e_r} G \nabla_h (\nabla_h \phi \cdot a),
\]  

(6.1)

where

\[
\phi(x, x_0) = \frac{\exp(i\omega \sqrt{e_r}|S(x - x_0)|)}{4\pi |S(x - x_0)|}
\]

and \( \Omega = [0, 1]^3 \). Set \( e_r = \mu_r = 1 \) and \( a = (\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}})^T \).
6.1. The case of two sub-geometries

Consider the case of inhomogeneous media:

\[
\Lambda = \begin{cases} 
\Lambda_1 = \text{diag}(-1,1,\rho), & \Omega_1 : z < 0.5, \\
\Lambda_2 = \text{diag}(1,-1,2\rho), & \Omega_2 : z > 0.5.
\end{cases}
\]  

(6.2)

The above two subdomains correspond to the orthogonal matrix: \( P_1 = \frac{1}{\sqrt{7}} \begin{pmatrix} 6 & 2 & 3 \\
3 & -6 & -2 \\
2 & 3 & -6 \end{pmatrix} \) on subdomain \( \Omega_1 \),

\[
P_2 = \begin{pmatrix} \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\
0 & 1 & 0 \\
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \end{pmatrix}
\] on subdomain \( \Omega_2 \).

We adopt a nonuniform tetrahedral mesh \( \mathcal{T}_h \) for the domain \( \Omega \) generated by the proposed Algorithm 1, which is shown in Table 2 and Figure 3 for the case of \( \rho = 4 \). In particular, as given in Algorithm 1, we set \( h_1^* = \frac{1}{16} \) close to the plane \( z = 0 \), and \( h_2^* = \frac{1}{23} \) close to the plane \( z = 0.5 \) or \( z = 0.1 \), which guarantees that \( \frac{h_1^*}{h_2^*} \approx \frac{\|S_2\|}{\|S_1\|} \).

Figure 4 shows the \( z \) component of the approximate solutions for the free-space dipole at \( \omega = 2\pi \). For the case of uniform \( hp \) finite element, we choose \( h = \frac{1}{16} \) and the number \( p \) of basis functions as \( p = 64 \). For the case of feasible local \( hp \)-refinement technology, we choose the number \( p \) as \( p = 64 \) when \( z > 0.5 \), and \( p = 49 \) when \( z < 0.5 \).

Figure 4 shows that the local \( hp \)-refinement technology can generate much better approximations than the case of the uniform \( hp \) finite element.

It is hard to construct an analytic solution for the case in layered media. We consider the actual measurements of the solution error by taking the numerical solution on the above mesh and on the largest number of basis functions per element as a reference solution.
Figure 4. Numerical solutions. Top row: case of uniform $hp$; Bottom row: case of feasible local $hp$-refinement technology.

Table 3. Errors of approximations with respect to $\rho$.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$2^2$</th>
<th>$2^3$</th>
<th>$2^4$</th>
<th>$2^5$</th>
<th>$2^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform $hp$</td>
<td>1.24e-3</td>
<td>2.02e-3</td>
<td>7.51e-3</td>
<td>2.27e-2</td>
<td>1.11e-1</td>
</tr>
<tr>
<td>Local $hp$</td>
<td>9.56e-4</td>
<td>1.32e-3</td>
<td>2.46e-3</td>
<td>4.57e-3</td>
<td>8.58e-3</td>
</tr>
</tbody>
</table>

Figure 5. Err. vs. $\rho$ in logarithmic scale.

The $L^2$ relative errors of the approximations generated by the proposed PWDG method with respect to $\rho$ are reported in Table 3 and Figure 5. We fix $\omega = 2\pi$, but increase the condition number of the anisotropic matrix $A$. For the case of uniform $hp$, we choose the number $p$ of basis functions as $p = 36$. For the case of feasible local $hp$-refinement technology, we choose the number $p$ as $p = 25$ when $x \in \Omega_1$, $p = 36$ when $x \in \Omega_2$.

We can see from Figure 5 that, the local $hp$-refinement technology can generate much better approximations than the case of the uniform $hp$ finite element, and the error performance of the resulting approximation $E_h$ in terms of $\rho$ for the case of local $hp$-refinement is superior to that for the case of the uniform $hp$ finite element.
Table 4. Parameters of tetrahedral mesh.

<table>
<thead>
<tr>
<th>Subdomain</th>
<th>$\Omega_1$</th>
<th>$\Omega_2$</th>
<th>$\Omega_3$</th>
<th>$\Omega_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tetrahedrons</td>
<td>24240</td>
<td>14684</td>
<td>105351</td>
<td>31572</td>
</tr>
</tbody>
</table>

6.2. The case of four sub-geometries

Consider the case of inhomogeneous media:

$$\Lambda = \begin{cases} 
\Lambda_1 = \text{diag}(-1, 1, \rho), & \Omega_1 := y < 0.5, z < 0.5, \\
\Lambda_2 = \text{diag}(-1, 2, -\rho), & \Omega_2 := y > 0.5, z < 0.5, \\
\Lambda_3 = \text{diag}(-\rho, 1, \rho), & \Omega_3 := y < 0.5, z > 0.5, \\
\Lambda_4 = \text{diag}(2, 1, \rho), & \Omega_4 := y > 0.5, z > 0.5.
\end{cases}$$ (6.3)

The above four subdomains correspond to the orthogonal matrix: $P_1 = \frac{1}{7} \begin{pmatrix} 6 & 2 & 3 \\ 3 & -6 & -2 \\ 2 & 3 & -6 \end{pmatrix}$ on subdomain $\Omega_1$, $P_2 = \begin{pmatrix} 1/\sqrt{2} & 0 & -1/\sqrt{2} \\ 0 & 1 & 0 \\ 1/\sqrt{2} & 0 & 1/\sqrt{2} \end{pmatrix}$ on $\Omega_2$, $P_3 = \begin{pmatrix} -0.0842 & 0.7301 & -0.6782 \\ 0.5018 & 0.6191 & 0.6041 \\ 0.8609 & -0.2894 & -0.4185 \end{pmatrix}$ on $\Omega_3$, and $P_4 = \begin{pmatrix} -1/\sqrt{3} & -1/\sqrt{3} & 1/\sqrt{3} \\ -1/\sqrt{2} & 1/\sqrt{2} & 0 \\ 1/\sqrt{6} & 1/\sqrt{6} & \sqrt{6}/3 \end{pmatrix}$ on $\Omega_4$, respectively.

We adopt a nonuniform tetrahedral mesh $T_h$ for the domain $\Omega$ generated by the proposed Algorithm 1, which is shown in Table 4 and Figure 6.

Figure 7 shows the $z$ component of the approximate solutions as a reference solution for the free-space dipole at $\omega = 2\pi$. For the case of uniform $hp$, we choose $h = \frac{1}{24}$ and the number $p$ of basis functions as $p = 64$. For the case of feasible local $hp$-refinement technology, we choose the number $p$ as $p = 49$ when $x \in \Omega_1$, $p = 64$ when $x \in \Omega_2$, $p = 81$ when $x \in \Omega_3$, $p = 64$ when $x \in \Omega_4$.

The $L^2$ relative errors of the approximations generated by the proposed PWDG method with respect to $\rho$ are reported in Table 5 and Figure 8. We fix $\omega = 2\pi$, but increase the condition number of the anisotropic matrix
Figure 7. Numerical solutions. Top row: case of uniform $hp$; Bottom row: case of feasible local $hp$-refinement technology.

Table 5. Errors of approximations with respect to $\rho$.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$2^2$</th>
<th>$2^3$</th>
<th>$2^4$</th>
<th>$2^5$</th>
<th>$2^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform  $hp$</td>
<td>3.48e−4</td>
<td>1.19e−3</td>
<td>5.46e−3</td>
<td>2.12e−2</td>
<td>8.39e−2</td>
</tr>
<tr>
<td>Local  $hp$</td>
<td>8.31e−5</td>
<td>3.02e−4</td>
<td>5.57e−4</td>
<td>1.14e−3</td>
<td>2.25e−3</td>
</tr>
</tbody>
</table>

Figure 8. $Err.$ vs. $\rho$ in logarithmic scale.

A. For the case of uniform $hp$, we choose the number $p$ of basis functions as $p = 36$. For the case of feasible local $hp$-refinement technology, we choose the number $p$ as $p = 25$ when $\mathbf{x} \in \Omega_1$, $p = 36$ when $\mathbf{x} \in \Omega_2$, $p = 49$ when $\mathbf{x} \in \Omega_3$, $p = 36$ when $\mathbf{x} \in \Omega_4$.

We can see from Figure 8 that the local $hp$-refinement technology can generate much better approximations than the case of the uniform $hp$ finite element. Besides, the error performance of the resulting approximation $E_h$ in terms of $\rho$ for the case of local $hp$-refinement is superior to that for the case of the uniform $hp$ finite element.
7. Conclusion

In this paper we have introduced a plane wave discontinuous Galerkin method for discretization of the three-dimensional anisotropic time-harmonic inhomogeneous Maxwell equations with piecewise constant symmetric matrices, and derived the error estimate with respect to the condition number of the coefficient matrix of the resulting approximate solutions. Two different types of piecewise scaling transformations and coordinate transformations were proposed to define piecewise plane wave basis functions. We introduced the feasible local $hp$-refinement algorithm to substantially improve the resulting approximate accuracy.
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